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PLANNING AND REGIONAL DIFFERENTIATION IN INDIA:
STRATEGIES AND PRACTICES

Keshabananda Das

This study critically examines some major strategies adopted towards planned development of
the Indian economy with a special thrust upon removing regional imbalances. With sectoral
investment remaining the cornerstone of the planning process the ‘spatial’ development perspective
seems to have occupied a back seat. The growing regional differentiation, at least over the last two
decades or so, has been a matter of great concern. With a greater thrust on industrial dispersal
various policy measures like financial support schemes and industrial licensing were introduced.
However, in practice, the already advanced States have managed to obtain a lion’ s share of the
benefits originally intended for their underdeveloped counterparts. The pattern of agricultural
development has also been lopsided resulting in depressed regions starving for essential infras-
tructural investment, especially irrigation. An analysis of Centre-State financial flows also points to
the biases in favour of advanced States. The divergent strategies and practices in regional

development process undermine the very basis of the quasi-federal structure that we have.

Introduction

The initiation of planning in India was the most
explicit form of state intervention that intended
to contain undesirable tendencies in the process
of development. It had been realised that if the
market mechanism were accorded primacy, it
might leadto excessive consumnption by the richer
sections of the society and also relative "under
investment” in sectors essential to accelerate
development of the economy. ‘Presumably, they
(the planners) believed that, with an active state
policy on investment, all possible slack in the
economic system would be utilized and that,
therefore, what mattered most was growth with
aggregate investment’ [Chakravarty, 1990, p.
386].

The existence and aggravation of the process of
regional differentiation during the protracted
colonial regime was undoubtedly the fall-out of
the imperialist policy imperatives. Both the
growth and decay of regions/sectors during the
period were incidental, at least, to the macro level
designs of resource exploitation in the vested
interest of the British paramountcy.! Whereas the
gravity of this "colonial legacy" has been under-
scored and persistent policy prescriptions made
towards ironing out the unevenness, the fact
remained that even under the aegis of planning

most of the underdeveloped regions continued to
remain so in the face of their developed coun-
terparts growing unabated.” This has rendered the
disparity between advanced and backward
regions an increasingly baffling issue.

Regional Issues in National Planning

Achievement of balanced regional develop-
ment has been an explicit objective of the plan-
ning process since its inception in the country. A
reference to the regional development problems
and the existence of regional disparities had been
made in the very First Plan document [Planning
Commission, 1951, Pp. 42-43]. The Second Five
Year Plan document had briefly, but clearly,
mentioned evening out of regional imbalances as
a major policy and touched upon the aspects of
industrial dispersal as a strategy to this end
{Planning Commission, 1956, Pp. 36-37 and 48].
The first major policy statement on "Balanced
Regional Development” appeared as a chapter in
the Third Plan document with elaborate discus-
sions on the ideas sketched in the previous Plans
concerning regional development programmes
and the experiences so far on this count [Planning
Commission, 1961, Pp. 142-153]. Surprisingly,
though the subsequent Fourth Five Year Plan,
pointed to the "highly complex” problem of
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growing regional differences in development, it
was devoid of any formal commitment to for-
mulate a national policy on regional development.
In fact, it observed that the single most important
solution to such an intricate problem, was to be
found in providing better infrastructural facilities
inbackward regions.? However, itargued that the
specific problems of backward areas with refer-
ence to any or all the three sectors of economic
activity, namely, cooperative, private and public,
were primarily the responsibilities of the
respective State governments. As of the Centre’s
role it stated that, ‘Availability of resources with
Governments of States for planned development
is the heart of the matter. This in turn depends on
the economic strength of the State and the effi-
ciency shown in the management of its affairs,
particularly financial.. To the extent that the
deficiency of resources in a State is not due to
defects of management, the allocation of Central
assistance to the State might help’ [Planning
Commission, 1970, Pp. 17-19].

As a solution to the problem of regional
imbalances, the designers of the Fifth Five Year
Plan had emphasised on ameliorating the stan-
dards of living of the lowest 30 per cent of the
population (through programmes like the
Minimum Needs), a majority of whom lived in
the backward regions [Planning Commission,
1973(a), p. 55 and Planning Commission,
1973(b), Pp. 87-91).

Perhaps for the first time, the Sixth Plan made
an explicit and serious attempt to review the
patterns of regional development in the light of
policies pursued, particularly since the early
sixties. It was realised that the decisions on
resource transfers, the strategy of agricultural
development and the policies on industrial loca-
tions ‘were not always based on a systematic
analysis of regicnal disparities and the reasons
that account for them’ {Planning Commission,
1979, p. 199]. It had also observed that, “The
approach to backward area development hitherto
has been characterised by incentives for indus-
trialisation (on) the one hand and problem-

oriented special programmes on the other. The

extent to which these measures have succeeded
inevening outlevels of development is uncertain.
However, our experience with large industrial
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projects located in backward areas suggests that
organised industry is not necessarily the sort of
growth catalyst that backward areas need’
[Planning Commission, 1977, p. 30]. Taking an
"intensive"” view, backward areas were broadly
classified into the following: (i) High population
density areas inthe Gangetic plain; (ii) Areas with
exceptionally low agricultural productivity; (iii)
The North East; (iv) Tribal areas of middle India;
and (v) Ecological problem areas [Planning
Commission, 1979, p. 193]. While it was sug-
gested that special attention needed to be paid to
the backward areas, the 1978-83 Sixth Plan was
quite critical of the effectiveness of the earlier
Plan strategies. It held that, ‘A solution of inter-
regional disparitics and backwardness cannot
emerge solely from aresourcere- distribution and
special schemes. What is required is a systematic
attempt to identify barriers to development and
concentrate all resources and efforts towards
breaking those barriers’ [Planning Commission,
1979, p. 195].

Accordingly, it stressed upon rural develop-
ment, employment generation, integrated area
development and appropriate technology in order
to stimulate growth in backward areas and to
reduce disparities. It also emphasised on the
quality of planning and impiementation at the
local level for greater impact of the development
strategies. As per its directives a high level
National Committee for the Development of
Backward Areas wag constituted, whose terms of
reference included examining the conceptual
validity and identification of backward areas;
review the working of earlier strategies; and
recommending appropriate strategies for tackling
future problems of backward areas [Planning
Commission, 1979, p. 196). Both the vision and
commitment of the 1978-83 Sixth Plan seemed to
be conspicuously lacking in the subsequent Plan
documents [Planning Commission, 1985, p. 44
and GOI, 1992 ].

Irespective of the varying degrees of stress
given in the Plan documents, regarding the
regional problem, critics held that ‘The Indian
planning models do not integrate any regional
development model, nor is there any compre-
hensive regional policy-frame’ [Sarupria, 1975,
p. 70]. In fact, the non-existence of an explicit
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regionaldevelopment modelin the Planshad been
pointed out earlier by Bhagwati and Chakravarty
in 1969. According to them, ‘it is interesting to
note that, while Indian planning models have
become fairly sophisticated in relation to inter-
temporal phasing and perspective planning, there
has been no comparable extension of analysis to
questions of spatial planning. This is somewhat
surprising in a country with a federal set up and
where the constituent States have come to follow
increasingly inward looking policies’ [Bhagwati
and Chakravarty, 1969, p. 28].

Such observations assume significance when
one considers the geographical diversities of the
country and notable inter- State® heterogeneity in
all major spheres of human activity - economic,
social, cultural as also resource endowments.

In any case, the lack of a well-defined theoret-
ical framework for regional development in India
is ‘not an altogether unusual situation’ [Sarupria,
1975, p. 71]. This merely reflects that the whole
body of theoretical work concemning regional
growth policy had hardly anything to do with the
phenomenon of regional variations within
developing countries. It was noted that ‘most of
the theories of regional development are devel-
oped in response to the challenge of problems of
regional development in industrially advanced
countries. Because of the general level of
underdevelopment, problems of spatial allocation
of resources and development efforts have been
givenlittleattentionas compared with the sectoral
aspects of development in the non-industrialized
countries. Consequently, there is a great lack of
regional development theories formulated with
direct reference to the situation and problems of
underdeveloped countries’ [Hermansen, 1972,
Pp. 56-57).

Whereas, the discomfort with such an unfor-
tunate situation is perfectly valid, the "strategies”
for regional development in underdeveloped
countries, implicitly at least, drew from both the
not-so-useful theories as also experiences of the
industrialised West.

Unlike the regional growth policies of the
developed nations, which have evolved through
a characteristically different process of develop-
ment and with substantial different histories of
their own, the developing nations have to adopt
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such a system of planning, which, at least in the
initial stages of development, remained confined
to the national level of progress. Thisis so, ‘since
itis logical that the first preoccupation of nations
seeking to accelerate economic growth should be
with the formation of a set of directives for the
orientation of the economy as a whole for, say,
maximizing their national output’. Further, ‘this
becomes more obvious if one looks at the
development problem, which is quite fashionable
to do, as an exercise in mathematical program-
ming. In a programming model, the more one
reduces the number of effective constraints, the
higher is the attainable value of the objective
function. Thus every pre-assigned ‘regional
allocation pattern’ of outputs would effectively
mean adding new sets of constraints and might
consequently reduce the obtainable national
incometarget’ [Sarupria, 1975,p. 71]. Apart from
such broader national goals over- shadowing the
specific regional development demands, the
practical problems of paucity of required empir-
ical information as well as institutional and
organisational snags in a developing economy,
render the formulation of an operational model
for regional growth extremely difficult. ,
Nonetheless, particularly in the formative
stages of planning, the issue of regional devel-
opment is of crucial importance, as the "natural”
tendency of development activities to be
concentrated in the better-off regions infuriate
lagging regions, resulting in both exertion of
political pressures and generation of social ten-
sion. ‘In transitional societies, the regional
problem thrustsitself on policy-makers during the
period of early industrialisation when, for a
variety of reasons, activities come to be concen-
trated in one or a few Centres. These centres not
only grow so rapidly as to create problems of an
entirely new order, but they also act as suction
pumps, pulling in the more dynamic elements
from the more static regions. The remainder of
the country is thus relegated to a second-class,
peripheral position. Itis placed in a quasi-colonial
relationship to the centre, experiencing net out-
flows of people, capital and resources, most of
which rebound to the advantage of the centre
where economic growth will tend to be rapid,
sustained and cumulative’ [Friedmann and



Alonso, 1969, p. 3]. In an economy approaching
mature industrialisation, the pressing initial
problem of spatial development, i.e., the dilemma
of ‘the choice between social equity and growth
in production’, gets diluted [Friedmann and
Alonso, 1969, p.4]. This occurs mainly due to the
operation of the strong spread effects, reduction
of inter-regional locational costs and degrees of
welfare and the greater interactions between
‘systems of cities’. In other words, ‘Regional
differences become blurred as markets are uni-
fied, resources more fully utilised and differences
in the cost of location attenuated. With growing
urbanisation and  improved  transport-
communication networks, intense regionalism
will gradually yield as an ideological expression
to a pervasive cosmopolitanism’ [Friedmann and
Alonso, 1969, p.6]. Arguinginaslightly different
way, emphasising the role of governmental
intervention in reducing regional disparities as
accentuated by free market forces, Myrdal also
concurs with the fact that, in mature economies,
‘spread’ effects are more potential than the
‘backwash’ effects [Myrdal, 1964]. Further, left
unrestricted, the inter regional differences could
be thinned down by the operation of market forces
[Hirschman, 1957, Pp. 550-560] One, however,
hardly finds any solid empirical works esta-
blishing the universality of the above thesis.® In
fact, even with respect to matured economies,
there have been counter instances.® As one study
putsit, an inveterate condition of regional dualism
may affect the national economy detrimentally
because: (1) it deprives the economy as a whole
of sufficient markets; (2) potential resources in
the less developed regions remain unrealised; (3)
the depressed regions become a burden on the
more advanced regions; and (4) effects of pola-
risation increase the inter regional gap. Further-
more, suchconditions ‘foment social and political
upheaval’ [Scahchter, 1967, p. 398].

Despite the observation that the above problem
is transitional in nature and would go with the
approach of economic maturity, such a notion ‘is
unhelpful, particularly in large countries such as
India, in which size, social and cultural diversity
and highly developed feelings of regional identity
greatly add to the tensions resulting from regional
disparities in development or differential growth
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rates’ [Nath, 1970, p. 253]. Hence, a very serious
issue in regional developmentbecomesthe choice
between the apparently mutually exclusive
objectives of national and regional welfare. The
choice is a tough one, primarily involving the
question of regional allocation of resources. It will
be worthwhile to discuss the strategy of regional
development as conceived in the planning pro-
cess.

The theoretical underpinnings of Indian plan-
ning, at least in the early but crucial years, with
reference to resource allocation, had been
developed and/or greatly influenced by a few
prominent American economists [Rosen, 1985,
Ch. 5, Pp. 101-146]. The Planning Commission,
held that for a capital-scarce economy caught in
the ‘vicious circle of poverty’, efficient resource
allocation required an uneven growth of acountry
or region. The economic radiation effectsinto the
‘Hinterland’ would absorb an inflow of labour
and thereby reduce poverty of the emigration
areas. The diffusion and ‘extrazonal’ comple-
mentarity effects might induce the creation of
other industrial centres in a ‘pole’ of development
and the more rapidly growing surpluses would
provide more capital for the developmentof other
areas atasubsequentstage [Sarupria, 1975, p. 72).

Lefeber had observed that ‘It is paradoxical but
inevitable fact thatin orderto accelerate the future
development of retarded regions the growth of
industrially more advanced areas must be
encouraged. If the latter is stifled by insufficient
investment the over-all capacity to save will be
diminished and the advancementofretarded areas
will be delayed even longer’ [Lefeber, 1964, p.
18]. He had argued that simply on grounds of
regional welfare the location of major projects in
lagging regions should be avoided in the absence
of techno-economic advantages. This, if not fol-
lowed, would adversely affect national well-
being, ‘because it will reduce benefit/cost ratios
of projects (by increasing costs or time of
completion, or by reducing efficiency of opera-
tion) and thus slow down economic growth’
[Nath, 1970, p. 253].
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In the Indian context, this prescription
amounted to concentrating major development
projects in metropolitan arcas and assigning
community development and local works pro-
grammes (based on locally available resources
and labour) for underdeveloped regions [Lefeber,
1964, Pp. 20-26]. Although, admittedly com-
mitted to the idea of rejection of cumulation of
large development projects in metropolitan
regions, the Planning Commission went ahead
with the Lefeberian suggestion of location of
projects on techno-economic grounds. But then,
its implication was quite subtle - ‘subordinating
regional welfare to national welfare’ by the
planning machinery [Nath, 1970, p. 253]. Con-
sequently, spelling out the basic strategy for
regional development planning, the Third Plan
stated: ‘As resources are limited, frequently
advantage lies in concentrating them at those
points within the economy at which returns are
likely to be favourable. As development proceeds
investments are undertaken over a wider area and
resources can be applied at a large number of
points, thereby resulting in greater spread of
benefits. In the interest of development itself, the
maximum increase in national income should be
achieved and resources obtained for further
investment’ [Planning Commission, 1961, p.
142].

At about the same time, fairly different inter-
pretations regarding regional development strat-
egy in the country had been expressed by a few
economists. Stephen A. Marglin attributed
considerable worth to regional welfare and sug-
gested that separate consideration be given while
evaluating location of projects. He therefore
developed techniques of quantification of
regional benefits and of their incorporation in the
benefit/cost analysis of projects [Marglin, 1973,
Pp.23-29].

The Lefeberian suggestion of concentrating
major projects in metropolitan cities was ques-
tioned by John P. Lewis on the grounds of social
inefficiency of such ventures. The apparent
advantage of metropolitan cities was based on the
fact that the costs are borne by public agencies or
the urban community (in the form of residential
congestion, lower availability of urban services,
etc.) and not by the installed projects. If these

PLANNING AND REGIONAL DIFFERENTIATION IN INDIA

607

social costs were taken into account, locations in
metropolitan cities would not be so efficient.
Without mentioning the aspect of regional wel-
fare, he strongly favoured dispersal of develop-
ment projects to medium- sized towns [Lewis,
1963].

In a rather less known paper, Lefeber [1975],
while discussing the regional development
experience in India, admitted that most of the
early sixties’ euphoria regarding the redistribu-
tive role of regional investment pattern had not
been successful, particularly because of a
mismatch between the so-called ‘national’ goals
and the individual strategies adopted by the States
in a federal system. Reviewing a number of cases
of Central investment towards reducing regional
disparities, he observed that, ‘It must be recog-
nised, however, that even if the necessary infor-
mation for plan coordination existed in India, the
compliance of regional decision makers, i.e.,
project selectors and local planners, could still not
be taken for granted. Current state planning
practices vary according tothe particular interests
and politics of different States. State planning is
dominated not only by local political consider-
ations, but also by the tactics of presenting
regional projects to national planners in a way
which State officials believe will increase their
own State’s share of the national investible
resources’ [Lefeber, 1975, Pp. 289-290].

Inoue [1992] pointed out that the complex
choice between concentrating development in
already advanced regions for "quicker and larger
returns” and focussing attention on backward
areas for "more equal development’, was not
debated adequately, especially in the early phases
of planning in India [Inoue, 1992, p. 82]. One of
the serious implications of this had been the lack
of search for alternative methods, other than
dispersal of the modem industry, to stimulate
economic activity of rural regions [Harris, 1977,
p. 142]. With ‘growth’ remaining the central
theme, dispersal of industries seemed a natural
solution to the problem of regional differentiation
and politically a more workable proposition.
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Industrial Dispersal: Policy and Practice

That industrial dispersal should be a major
strategy to develop the backward areas was per-
ceived as a policy principle in the First Five Year
Plan itself. It was stated that, for industrial
developmentinthe country to proceed rapidly and
in abalanced manner, ‘ greater attention will have
to be paid to the development of those states and
regions which have s¢ far remained backward’
[Planning Commission, 1951, p. 442]. However,
the clearest declaration in the contextofremoving
regional imbalances was made in the Industrial
Policy Resolution of 1956, It observed that, ‘In
order that industrialisation may benefit the
economy of the country as a whole, itisimportant
that disparities in levels of development between
different regions should be progressively
reduced. The lack of industries in different parts
of the country is very often determined by factors
such as the availability of the necessary raw
materials or other natural resources. A concen-
tration of industries in certain areas has also been
due to the ready availability of power, water
supply and transport facilities which have been
developed there. It is one of the aims of national
planning to ensure that these facilities are steadily
made available to arcas which are at present
lagging behind industrially or where there is
greater need for providing opportunities for
employment, provided the location is otherwise
suitable. Only by sccuring a balanced and coor-
dinated development of the industrial and the
agricultural economy in each region, can the
entire country attain higher standards of living’
[Sivaraman, 1981, p. 71.

The 1956 Resolution continued to remain the
‘comerstone’ of government policy in indus-
trialising backward arcas.

Despitereferences in the Plandocumentsasalso
various Industrial Resolutions, at least for two
decades since planned development began, there
were no concrete policy measures ‘exclusively
defined’ for industrial development in backward
areas. A beginning was made in 1969 with the
institution of two Working Groups on (a) Criteria
for the Identification of Backward Areas and (b)
Fiscal and Financial Incentives for Starting
Industriesin the Backward Areas. The criteria for
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identification of backward areas was laid down
by the Working Group (a) as (i) per capitaincome;
(ii) per capita income from industry and mining;
(iii) number of persons working in the registered
factories; (iv) per capita annual consumption of
electricity; (v) length of surfaced roads inrelation
to the population and the area of the State/UT and
(vi) length of railway mileage in relation to the
population and area of the State. Based on these
criteria, the Working Group (a) identified the
following States/Union Territories as Industrially
Backward States -Andhra Pradesh, Assam, Bihar,
Jammu and Kashmir, Madhya Pradesh, Naga-
land, Orissa, Rajasthan and Uttar Pradesh; UTs -
all UTs other than Chandigarh, Delhi and
Pondicherry. The Working Group (a) recom-
mended a separate set of indicators of back-
wardness to be applied to locate the backward
districts in the backward States/UTs as (i) the
districts should be outside a radius of 50 miles
from larger cities and large industrial projects; (ii)
per capita income should be at leastbe 25 percent
less than the State average; (iii) population.den-
sity should be relatively greater; and (iv) infra-
structure (electricity, power, transport and
communications) within the district should cither
be existing or its availability should be ensured
within the coming one or two years. The Working
Group (a) stressed that “Utmost care would have
to be taken in the final sclection of backward
districts which, inter alia, sausfy that the latent
resources and alsothe economic and social factors
are favourable enough to take advantage of the
incentives that may be offered for the types and
size of industries which may have potential for
development’ {Pande, 1969].

As regards fiscal and financial incentives, the
Working Group (b) had recommended various
supportive schemes for the backward areas which
were mostly in the form of Central investment
subsidies and concessional finances to augment
industrialisation. These incentives included (1)
Higher development rebate; (i) exemption from
(a) income tax/corporale tax for five yearsbeyond
development rebate, (b) import duties on plant
and machinery, (¢) excise duties for five yearsand
(d) sales tax both on raw materials and finished
goods for five years in selected areas; (iii) special
transport subsidies for hilly and difficult-terrain
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districts in the North-East as also Jammu and
Kashmir. It was agreed that the backward areas
in ail the States and UTs would be eligible to
receive the incentives and the major finances
would be channelised through all-India term-
lending financial and credit institutions [Wan-
¢hoo, 1969]. The Planning Commission remained
the decisive authority in formulating guidelines
for final selection of backward areas, in consul-
tation with the individual State governments and
financing bodies.

The State governments by using different cri-
teria for purposes of identification included more
and more districts under the backward area
category. About 247 districts were selected to
qualify for concessional finance from the all-
India term-lending financial institutions. The
concessions included lower interest rates, larger
periods of both grace and amortization and such
other benefits. The flow of concessional financial
assistance to small scale industries is an indirect
one - throughIDBI’s scheme of refinancing loans
granted to them by the commercial banks and
State Financial Corporations (SFCs). IDBI pro-
vides (a) concessional refinance to SFCs and
banks in respect of term loans upto Rs 30 lakh to
small and medium scale projects in specified
backward areas provided the paid up capital and
reserves of the recipient units do notexceed Rs 1
crore; and (b) along with IFCI and ICICI direct
loan assistance upto Rs 2 crore and underwriting
assistance upto Rs 1 crore on concessional terms
to new projects as well as to expansions, diver-
sification, renovation and rehabilitation pro-
grammes of existing units [Sivaraman, 1981, p.
73].

The scope of the Central Investment Subsidy
Scheme has been enlarged both in terms of the
number of backward areas to be selected and the
rate of subsidy to be given. Outof the 247 districts
declared backward 101 districts/areas were cov-
ered under this scheme: Six districts/areas in
industrially backward States and three
districts/areas in others. The facilities provided
under thisscheme included (i) Income Tax reliefs;
(ii) Hire purchase of machinery of small scale
units; (iii) Special facilities for import of raw
materials; and (iv) Transport subsidy in selected
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hilly areas, up to a maximum of 50 per cent of the
cost of transport of both raw materials and fin-
ished goods [Sivaraman, 1981, p. 74].

Almost after a decade of ‘regulation and
development’ of industry by the Central Gov-
ermnment, with the avowed policy principle of
removing regional disparities, the National
Committee on the Development of Backward
Areas (NCDBA), in its Report on Industrial
Dispersal in 1981, evaluated the functioning of
the policy of industrial dispersal during the sev-
entics and revealed some highly disappointing
facts. The broad conclusion of their exercise
revealed that ‘The Government has always
evinced an interest in encouraging industrialisa-
tion of backward areas and several very promising
approaches have been outlined in the plans.
However, many of these promising approaches
towards dispersal of industries have not in fact
been pursued’ [Sivaraman, 1981, p. 10,emphasis
ours].

Taking note of the imperfections in the then
policy of industrial dispersal and the resultant
distortions in location of industries, a fresh
approach was initiated with the statement made
by the Minister of Industries in April 1983." The
central concern of this policy is what was termed
‘No Industry Districts’ (NIDs). Regions were
classified into three categories: Category A -
Comprising NIDs and special areas likc Assam,
Jammu & Kashmir, Himachal Pradesh, Aruna-
chal Pradesh and hilly areas (118 out of atotal of
247 districts);

Category B - Comprising districts (minus Cale-
gory A districts) currently eligible for Central
subsidies; and
Category C - Comprising those districts (minus
Categories A & B districts) eligible for conces-
sional finance.

Certain revisions/amendments were also made
in the investment subsidy scheme. The prevailing
maximum limit of capital investment subsidies of
Rs 15 lakh or 10 per cent was increased to Rs 25
lakh or 25 per cent. Also, those backward districts,
eligible for concessional finance but not capital
subsidy, were granted the benefit of the latter.
However, if investments in any of the pockets
(blocks, urban agglomerations, etc.) within
Categories B and C districts were beyond Rs 30
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crore, neither concessional finance nor Central
subsidy would be entertained on such invest-
ments. In Category C districts, MRTP and FERA
companies were not entitled to receive Central
subsidy. Going a step ahead in promoting
industrialisation in backward areas, the policy
provided for at least two important proposals.
Firstly, in order to develop infrastructure in one
or more growth centres in the NIDs, the Centre
would extend financial support up to amaximum
of Rs 2 crore to the concemned governmenits.
Secondly, the Centre would declare certain
industrial units as nucleus plants which would
help the growih of ancillary industries. A nucleus
plant was defined as a unit which should not have
50 per cent ancillarisation and the level of
employment in the ancillary units should be at
least three times that of the direct employment.
Such nucleus plants (only if these are notMRTP
or FERA companies) would be eligible for
Central subsidies.’

In the following we would discuss the major
components of the policy of industrial dispersal.

Central Investment Subsidy Scheme

NCDBA [1981] observed that under this
scheme, as on March 1978/79, 25 districts of
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advanced States (not classified as backward
States) had received as high as over 64 per cent
of the cumulative (1972/73 onwards) disburse-
mentof Rs 62.56 crore. Four such States, - Tamil
Nadu (18.7 per cent), Gujarat (11.4 per cent),
Mabharashtra (9.4 per cent) and Kamataka (5.6 per
cent) - accounted for over 45 per cent of the total
subsidy amount disbursed. Further, two States,
classified as backward - Andhra Pradesh (10.3 per
cent) and Rajasthan (4.0 per cent) - could secure
a fairly high proportion of the subsidy disburse-
ment. Strangely, the shares of the States at the
lowest rungs of industrial development - Assam
(2.3 percent), Bihar (2.1 per cent), Orissa (1.8 per
cent) and Jammu and Kashmir {nil) - were prac-
tically negligible. Again, over 56 per cent of the
total subsidy disbursed went to just 15 districts.
Incidentally, most of these districts are either
close to the existing industrial centres (Madurai
and North Arcot in Tamil Nadu and Medak in
Andhra Pradesh) or are located on the trunk route
connecting industrial centres (Dharmapuri and
North Arcot in Tamil Nadu and Bharuch in
Gujarat), or possess large industrial estaies or
State Government promoted industrial arcas
(Dharmapuri in Tamil Nadu and Aurangabad in
Maharashtra).

TABLE 1. CENTRAL INVESTMENT SUBSIDY, STATE-WISE: 1972-90

(Rs Crore)

States 1972-85 1985-90 1972-90
Developed

Gujarat 24.26 (8.3) 3291 (53) 57.17 (6.3)
Haryana 8.64 (3.0) 700 (1.1) 15.64 (1.7)
Kamataka 20.30  (7.0) 2115 (3.4) 41.45 (4.6)
Kerala 11.28 (3.9) 11.76 (19) 23.04 (2.5)
Maharashtra 19.93 (6.8) 1788 (2.9) 37.81 (4.2)
Punjab 12.97 (4.4) 10.07 (1.6) 23.04 (2.5)
Tamil Nadu 38.44 (13.2) 3665 (5.9) 75.09 (8.3)
West Bengal 497 (1.7) 1207 (20) 17.04 (1.9)
Himachal Pradesh 16.99 (5.8) 4035 (6.5) 57.34 (6.3)
Backward

Andhra Pradesh 27.24 (9.3) 4654 (1.5) 73.78 (8.1)
Assam 4.19 (1.4) 2206 (36) 26.25 (2.9)
Bihar 3.08 (1.1) 1220 (2.0) 15.28 (1.7)
Jammu and Kashmir 1024 (3.9) 49.18 (8.0) 59.42 (6.5)
Madhya Pradesh 19.09 (6.5) 53.40 (8.7) 72.49 (8.0)
Orissa 7.13  (2.4) 1293 (2.1) 20.06 (2.2)
Rajasthan 29.50 (10.1) 4063 (66) 70.13 (7.7)
Uttar Pradesh 8.01 2.7 101.19 (16.49) 109.20 (12.0)

Source: CMIE (1991a).

Note: Figures in brackets indicate proportion in all India total.



VOL.5NO. 4

Some interesting observations may be made
regarding the inter-State variations under the
Central Investment Subsidy Scheme (CIS), for
about two decades since its introduction in 1972.
Table 1 presents the relevant data. It can be seen
that during 1972-85 the advanced States had been
able to garner a larger share of the total capital
subsidies. In the backward category, two States -
Andhra Pradesh and Rajasthan - also managed to
procure disproportionately higher amounts, close
toone fifth of the total subsidies from the common
Central pool. However, the industrially most
backward States, such as Assam (1.4 per cent),
Bihar (1.1 per cent), Orissa (2.4 per cent) and
Jammuand Kashmir (3.5 percent), taken together
received about 8 per cent of the total subsidies.
The four advanced States (Gujarat, Kamataka,
Maharashtra and Tamil Nadu) could receive 35
per cent of the subsidies during the period
1972-85. The period, 1985-90 witnessed some
changes in the relative position of States as far as
CIS is concerned. Among the backward States’
list, the share of Uttar Pradesh rose from a mere
2.7 1 16.4 per cent. Due to an improvement in
the share of Jammu and Kashmir (from 3.5 t0 8.0
per cent) the aforesaid four most backward States
together could raise their share to 15.7 per cent.
However, Rajasthan’s share fell from 10.1 t0 6.6
per centbetween the two periods. Considering the
entire period (1972-90), the combined share of 21
per cent of the five backward States (Assam,
Bihar, Jammu and Kashmir, Orissa and Rajas-
than) was still below that of the four advanced
States (Gujarat, Kamataka, Maharashtra and
Tamil Nadu) which accounted for 23.4 per cent.
Thisis a fair indication of how the most backward
States have been perpewally sidetracked even
when special incentive schemes were supposed
to offer them preferential treatment as compared
to their developed counterparts.

Concessional Finance

The concessional financial assistance provided
by the all-India term-lending institutions, cumu-
lative (1972/73 onwards) up to 31st December
1979 indicated that about 55 per cent of the total
disbursals had gone to the units located in
industrially advanced States. NCDBA noted that,
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‘neither on a population nor on an area basis
backward districts got as much as the other
non-backward districts. It may also be noted that
a significant proportion of the finance going to
these districts does not attract concessional terms’
[Sivaraman, 1981, p. 15]. The skewness in the
distribution is obvious when one notes that the
top 50 districts (out of a total of 247) accounted
for about 70 per cent of the total assistance (Rs
778.4 crore). Most of these districts are located in
the southern or western regions and close to the
existing industrial centres, suchas, Mysore, North
Arcot, Medak and Bharuch. Backward States like
Assam, Bihar, Jammu and Kashmir and Orissa
received the meanest of shares - 4.2 per cent, 2.6
per cent, 2.1 per cent and 0.8 per cent, respec-
tively.

The financial assistance provided by all-India
financial institutions to individual States (cumu-
lative figures upto March 1983 and 1991) has
been presented in Table 2. Itis obvious that within
eight years, both the disbursal and total assistance
and the backward area component therein, have
increased considerably. Both the total assistance
and the amount meant for backward areas have
registered a four-fold increase between 1983 and
1991. However, the backward States, in general,
do not seem to have received any major share of
the assistance in either time period. For example,
of the amount meant for backward areas in 1983
the combined share of five backward States
(Assam, Bihar, Jammu and Kashmir, Orissa and
Rajasthan) was a mere 15.4 per cent, whereas the
four advanced States (Gujarat, Kamataka,
Mabharashtraand Tamil Nadu) accounted for 42.6
per cent. When we examine the situation in 1991,
after eight years of stress on NIDs and develop-
ment of medium and large industries through
concessional finance, we note that the share of
assistance for backward areas in backward States
has in fact declined to 13.5 per cent. The four
advanced States noted above still enjoy a major
share of almost 37 per cent of the concessional
finance.® When we go through the figures of per
capita disbursements, it is strikingly clear that
almost all the backward States have received
substantially lower amounts than the national
average and these figures are evidently no match
for their huge counterparts of the developed
States.
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TABLE 2. ASSISTANCE DISBURSED BY ALL INDIA FINANCIAL INSTITUTIONS
(Rs Crore)
Cumulative ending
March 1983 March 1991 Per Capita
Disbursement

States Backward Total Backward Total Rs)
Andbra Pradesh 545.0 1014.3 2141.0 4%00.5 775.4
Assam 91.4 125.6 4217.5 427.5 174.5
Bihar 129.1 479.8 293.3 13485 159.2
Gujerat 689.7 20392 2584.1 7651.0 1893.8
Haryana 106.9 4104 468.9 1639.7 1012.2
Himachal Pradesh 111.3 127.0 538.9 538.9 1077.8
Jammu and Kashmir 99.7 100.3 375.0 3750 513.7
Karnataka 590.3 11188 1549.0 37663 844.5
Kerala 149.5 442.6 522.4 13388 450.7
Madhya Pradesh 2712.7 502.6 1816.0 31425 498.0
Mabharashtra 524.6 2901.7 2415.3 122489 1650.8
Orissa 150.7 397.7 663.1 1633.0 528.5
Punjab 210.8 458.5 875.9 2018.0 1029.6
Rajasthian 412.7 7023 1289.8 2366.1 543.9
Tamil Nadu 638.4 15452 1765.2 5861.4 1052.3
Uttar Pradesh 398.0 11213 2694.1 5627.3 420.9
West Bengal 336.1 949.9 1058.8 30228 466.5
Union Territories 234.6 469.0 345.0 1646.8 NA

All India 5728.3 14944 .5% 22564.9 60294 .9** 733.2

Source: IDBI (1983, 1991), Report on Development Banking in India 1982-83 and 1990-9]. Industrial Development Bank

of India, Bombay.

Notes: All India Financial Institutions refer to IDBI, IFCI, ICICI, LIC, GIC and UTI. * Includin g assistance of Rs 29 lakh
disbursed by IDBI to Bhutan. ** Including assistance of Rs 0.3 crore disbursed by IDBI to Bhutan.

Proliferation of ‘Backward Areas’

Although the Planning Commission instructed
the States that only districts with development
indices well below the State average should be
selected as backward areas, in practice, all the
districts with indices below (not well below) that
of the State average were included in the list for
receiving concessional finance. Hence, a large
number of backward districts have been identified
within the developed States even when their rel-
ative development is not equivalent to those
districts in backward States. Again, the extent of
area and population covered by the selected
backward areas has no reference to the relative
levels of development of the States.

As mentioned earlier, in order to be eligible for
concessional finance, the number of backward
districts has increased to a high of 233 out of a
total of 365 (i.e., close to two-thirds), accounting
for about 59 per cent of the total population and
64 per cent of the area in the major States. This
resulted in a situation where many relatively
advanced States were able to include a large
number of districts in the backward category. For
example, 13 out of 16 districts of West Bengal
and 13 out of 26 districts of Maharashtra were

declared as backward. In most cases, such dis-
tricts are relatively better endowed with infras-
tructural facilities and could attractentrepreneurs
to set up industries in these regions. Additionally,
they received much larger level of financial
incentives and other concessions from the
respective States [Nair and George, 1980, Pp.
165-167].

The proliferation of backward districts, natu-
rally, resulted in the weak impact of the Central
schemes of industrial promotion. The selection of
districts has been done irrespective of the devel-
opment status of the States and there has been a
bias in favour of districts of the advanced States.
It has been remarked that so far as the yardstick
of inter-State disparities is concerned the use of
State average in lieu of national average has
certainly supported the developed States. For
instance, the backward districts of Punjab with
per capita incomes at levels 25 per cent below the
State average are industrially more advanced than
even the developed districts of backward States
like Bihar or Madhya Pradesh. Moreover, the
number of districts eligible for CIS has increased
greatly from the initial 44 to 124 covering even
advanced States. Such proliferation eventually
led to the disproportionately larger flows of
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subsidies, incentives and concessions to the
backward districts of the developed States [Nair
and George, 1980, Pp. 165-167].

Industrial Licensing

Along with the provision of investment subsidy,
concessional finance and other incentives, during
the early seventies another important instrument
of regulating industrial dispersal introduced was
that of industrial licensing. Even if no special
incentive was provided for in the Industries
(Development and Regulation) Act for setting up
units in backward areas, applications intending to
do so had received a preferential treatment by the
Government. Later, from the late seventies
onwards, licensing policy was used as a negative
instrument which did not entertain applications
meant for locating industries in metropolitan
areas or specified urban centres. Consequently,
the share of letters of intent (Lols) grew steadily
in favour of backward areas. By the end of the
seventies, about 45 per cent of the Lols were
meant for location of industries in backward
areas. It was, however, observed that despite the
changes in licensing policies and the more recent
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emphasis on diverting industrial growth to the
NIDs, the proportion of Lols and industrial
licenses (ILs) issued to industrially more
advanced States had remained practically
unchanged over a two- decade period, 1970 to
1990.

Tables 3 and 4 provide information on Statewise
distribution of Lols and ILs, respectively, for
three time periods - 1970-79, 1980-84 and
1985-90. During the seventies, it is clear that the
advanced States accounted for over two-thirds
(67.2 per cent) of the total Lols and nearly
three-fourths (72.5 per cent) of total ILs issued.
For the entire period of two decades the corre-
sponding figures are above 60 per cent and about
70 per cent of the total Lols and ILs issued. It may
also be noted that the shares of, say, only four
developed States (Gujarat, Kamataka, Maha-
rashtra and Tamil Nadu) accounted for above 42
per cent of Lols and above 45 per cent of ILs
issued, for any of the three time periods men-
tioned above. When we take a group, of say, even
five backward States (namely, Assam, Bihar,
Jammu and Kashmir, Orissa and Rajasthan) for
any of the periods, the proportion for either Lols
or ILs has hardly risen above 10 per cent.’

TABLE 3. LETTERS OF INTENT (LOI) ISSUED, STATE-WISE: 1970-90

States 1970-79 1980-84 1985-90
Andhra Pradesh 430 (5.8) 383 (7.6) 601 (9.0)
Assam 58 (0.8) 31 (0.6) 65 (1.0)
Bihar 159 (2.1) 109 (2.2) 101 (1.5)
Gujarat 923 (12.4) 623 (12.4) 609 (9.1)
Haryana 511 (6.9) 305 (6.1) 348 (5.2)
Himachal Pradesh 60 (0.8) 79 (1.6) 123 (1.8)
Jammu and Kashmir 40 (0.5) 54 (1.1) 62 (0.9)
Kamataka 461 (6.2) 353 (71.0) 462 (6.9)
Kerala 200 (2.7) 118 (2.3) 106 (1.6)
Madhya Pradesh 278 (3.7) 271 (5.4) 350 (5.3)
Maharashtra 1,687 (22.7) 816 (16.2) 1,076 (16.1)
Orissa 99 (1.3) 134 (2.7) 126 (1.9)
Punjab 217 (2.9) 212 (42) 274 (d.1)
Rajasthan 247 (3.3) 214 (4.3) 238 (3.6
Tamil Nadu 503 (6.8) 344 (6.8) 660 (9.9)
Uttar Pradesh 675 (9.1) 528 (10.5) 922 (13.8)
West Bengal 491 (6.6) 215 (4.3) 255 (3.8)
All India 7,442 (100) 5,024 (100) 6,665 (100)

Source: Chandhok, H.L. and the Policy Group (1990), CMIE (1991a).
Notes: Periods referto calendar years. Bracketed figures are percentages of respective all-India total.
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TABLE 4. INDUSTRIAL LICENSES (IL) ISSUED, STATE-WISE: 1970-90

States 1970-79 1980-84 1985-90
Andhra Pradesh 344 (5.6) 215 (6.4) 238 (7.3)
Assam 51 (0.8) 40 (1.2) 25 (0.8)
Bihar 160 (2.6) 78 (2.3) 54 (1.7)
Gujarat 663 (10.7) 430 (12.8) 324 (10.0)
Haryana 328 (5.3) 167 (5.0) 156 (4.8)
Himachal Pradesh 20 (03) 19 (0.6) 36 (1.1)
Jammu and Kashmir 19 (03) 25 (0.7 21 (0.6)
Karnataka 395 (6.4) 213 (6.3) 25 (7.9)
Kerala 142 (23) 78 (2.3) 59 (1.8)
Madhya Pradesh 166 (2.7) 108 (3.2) 149 (4.6)
Maharashtra 1,608 (26.1) 627 (18.6) 553 (17.1)
Orissa 56 (0.9) 52 (1.5) 56 (1.7)
Punjab 216 (3.5) 312 (93) 175 (5.4)
Rajasthan 160 (2.6) 105 (3.1) 99 (3.1)
Tamil Nadu 572 (9.3) 269 (8.0) 406 (12.5)
Uttar Pradesh 530 (8.6) 254 (7.6) 325 (10.0)
West Bengal 549 (8.9) 248 (7.4) 152 4.7)
All India 6,168 (100) 3,363 (100) 3,240 (100)

Source and Notes: Same as in Table 3.

That the backward areas of advanced States
have been particularly favoured in terms of
licensing facilities is not without evidence. Tak-
ing the cumulative figures for recent years (from
1986 to 1989) we note that as far as Lols are
concerned the aforesaid four advanced States
account for 35 per cent of the total whereas the
five backward States’ share is only 12 per cent.
The situation is much worse when we consider
the proportion of ILs issued to backward areas of
various States. The share of the four advanced
States amount to about 40 per cent whereas the
share of the five backward States less than 9 per
cent.”’

Although the licensing policy might have
‘succeeded’ marginally in encouraging industrial
activity in specified backward areas,.it did not
result in establishing more industries in backward
States. It has been argued that licensing policy,
being a negative instrument cannot by itself lead
to industrial development in backward States. It
can,at best, impose certain restrictions on the pace
of expansions in the developed areas including a
ban on expansions in metropolitan centres or
urban conglomerations. Such restrictions can
only be indirectly effective by making it some-
what easier toattract entrepreneurs to industrially
backward States or areas [Sivaraman, 1981, p.
16].

In accordance with the set objectives of
achieving balanced regional development
obviating concentration of ownership, the
industrial licensing and regulation system has not
been successful. This has been explicitly admitted
by the Industrial Licensing Policy Inquiry Com-
mittee in its Report [ILPIC, 1969, p. 184). As far
as industrial location was concerned it has been
observed that, ‘The failure of the Indian planners
to work out the space-dimension of their indus-
trial targets, on the basis of economic efficiency
constrained by State targets of overall industrial
investments designed toassure the states thatthey
would get some minimum industrialization, in
effect left the field almost entirely to political
pressures’. [Bhagwati and Desai, 1970, p. 268].
The consequent substantial growth in the ‘une-
conomic scale’ plants was clearly indicative of
the ‘consistent bias’ in the policy {Bhagwati and
Desai, 1970, Pp. 267-269 and IPLP, 1967, Pp.
24-25).

The current configuration of investment by big
business houses affirms that the corporate capital
is characterised by regional concentration. Con-
siderable proportions of Gujarati, Punjabi, Parsi
and Southemn Houses capital are concentrated in
the regions of Maharashtra-Gujarat, Punjab-
Delhi, Maharashtra and Bihar and the South,
respectively [Banerjee and Ghosh, 1988, p. 122].
Ample evidence to the fact of favouring big
business houses in terms of approving licenses,
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which are mostly applied for the locations in
Maharashtra, Gujarat, Uttar Pradesh and Madras,
exists in R K. Hazari’s report [IPLP, 1967, Vol.
I1, Part V, Statement - X]. Based on this Report,
it was commented that investments in West
Bengal, Orissa and Assam were particularly
discouraged by the licensing authorities [Baner-
jee and Ghosh, 1988, p. 123]. Further, the gross
manipulation of the licensing-plus- target system
by the big business houses, being more informed

and organized, to the ‘detriment’ of the smaller

rivals has been documented in MIC [GOI, 1965,
Ch. VI, Pp. 135-138]. The changing industrial
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demand pattern during the mid-sixties towards
intermediate and capital goods coupled with the
modemisation of consumer goods sector helped
"agglomeration” of industries in specific loca-
tions which was taken advantage of by the big
business houses. That concentration in such
product-groups has increased over time (or, at
least has not declined) has been established in
various studies [Swaminathan, 1983, Goyal,
1979, Hazari, 1966]. The position of the poor
States both in terms of number of licenses issued
and invested capital has continued toremain low,
particularly so in the eastern region.

TABLE 5. INDEX OF RELATIVE DEVELOPMENT OF INFRASTRUCTURE: 1966-90

Index of relative development of infrastructure around

States 1966-67 1976-17 1986-87 1989-90
Punjab 201 216 216 214
Haryana 129 151 149 149
Kerala 135 167 140 140
Tamil Nadu 1M 152 142 139
Himachal Pradesh - 72 85 128
Gujarat 111 122 132 125
West Bengal 152 133 123 116
Mahanashtra 117 111 118 112
Uttar Pradesh 107 112 108 108
Andhra Pradesh 93 97 104 101
Kamataka 90 105 100 99
Bihar 98 104 9 96
Assam 73 89 96 95
Orissa 69 79 83 82
Rajasthan 59 81 79 82
Jammu and Kashmir 83 77 74 78
Madhya Pradesh 53 61 7 72
All India 100 100 100 100

Source: CMIE (1991a).

Note: States arranged in descending order, as per last column.

Bethatasit may, industrial dispersal, as a policy
to be effective, would squarely depend foremost
upon the provision of infrastructure in a certain
location. When one considers the overall devel-
opment of infrastructure in important sectors
(viz., Power, Irrigation, Roads, Railways, elc.), it
can be seen from Table 5, that the five backward
States mentioned above continue to be at the
lowest rungs (and certainly below the national
average) in the ranking of infrastructural devel-
opment indices for the four time points of
1966-67, 1976-77, 1986-87 and 1989-90. It
suggests inter alia as to why industrial dispersal
asa policy is so constrained to produce desirable

results. The fact that the chronically underde-
veloped States are those with the least infras-
tructural development has been amply
documented and established in the Indian context
by several studies [Joshi, 1990, Pp. 111-129,
Dadibhavi, 1990].

Policy of Industrial Dispersal in the 1980s: A
Critique

A welcome step was the attlempt of the 1983
Policy at reviewing and restructuring the existing
scheme of incentives by systematising the same.
Its implementation has however been criticised
broadly on two counts - the entrepreneurial
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dilemma and the implicit irrationality in the
policy pronouncement itself. On the one hand the
Policy has devised a "calibrated” structure of
incentives and set apart areas not eligible for
starting industrial units and on the other, involved
a great deal of "arbitrariness” in forcing location
decisions on entrepreneurs with reference 1o
specific projects. When, normally, an entrepre-
neur has a preference for locating the unit closer
to a developed urban industrial centre (for
obvious reasons of externalities), the backward
State would surely be neglected; and as a policy
measure the licensing system could effectively be
used toboth check such an occurrence and to insist
that the entreprencur establishes the unit in an
NID. Experience, however, has affirmed the
misuse of the licensing system, which has come
o be increasingly used to force the individual
units to take location decisions which would suit
the interests of the political parties in power
[Marathe, 1986, p. 129].

The 1983 Policy, thus provides a straight-
jacketed and somewhat dysfunctional solution to
the whole problem of regional imbalances. The
pertinent question is whether the so-called NIDs,
which are often fairly large in size and suffer
"least comparative advantage” (at least from the
angle of the typicalenirepreneur), canbe provided
with extensive infrastructural facilities, which
would be both expensive and time-consuming so
as to make them attractive for individual inves-
tors.

The NCDBA {1981], in fact, had made some
recommendations, which in certain ways were
different from the aforementioned ones. Unlike
the ‘area approach’ followed in the past, the main
thrust of the strategy was placed on what iscalled
the ‘growth centre approach’; whereas the former
approach would entail widespread development
of the entire area, the latter would concentrate on
creating specific centres or nuclei of growth,
almost as conceptualised by Perroux, which
would generate further spread effects of growth
and modemisation, It was mentioned that back-
ward States would be given preference for such
growthcentres. The growth centres to be selected,
it was stated, were to have attained a certain
degree of urbanisation. This would reduce the
initial cost of developing the area as also make it
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easier to provide an infra-structural base. Apart
from the above, the following criteria were sug-
gested by the NCDBA to identify a growth centre
namely i) should possess population of 50,000 or
more; ii) should have less than 10,000 workersin
non-household manufacturing (NHM) sector; iii)
should be away from the existing centre which
was defined as having more than 10,000 workers
in NHM as per the 1971 Census.

Allowing sufficient time for growth centres to
be fully developed, the commitiee granted them
eligibility for receiving special assistance for a
decade. '

Following the above three criteria, the com-
mittee identified 126 centres [Sivaraman, 1981,
Pp. 35-36]. Table 6 provides the Statewise
break-up of these centres.

One important observation that needs to be
made here iswith respect tothe share of developed
and backward States. For illustration sake, let us
consider two sets of States from both the cate-
gories - Set A (four developed States, namely,
Gujarat, Karnataka, Maharashtra and Tamil
Nadu) and Set B (five industrially backward
States, namely, Assam, Bihar, Jammu and
Kashmir, Orissa and Rajasthan). Set A consists
of 38 (45 per cent) out of 84 existing centres
whereas Set B consists of only 10 (12 per cent)
such centres. Further Set A has as many as 48 (40
per cent of the total of 121) centres “near’ the
existing centres, when set B has a mere 6 (5 per
cent) such centres. Given this initial status of
share of centres in both Sets A and B States, itis
1o be noted that the NCDBA has recommended
as many as 38 (30 per centof total of 126) centres
as eligible ones for Set A and 32 (25 per cent) for
Set B. The industrially backward States, it may
be inferred, with an already poor level of modem
{(urban-industrial) centres have not in any way
been preferred (as originally pronounced) to the
developed States. Clearly, no special weightage
has been given to the former, for in that case
proportionately larger number of growth centres
would have been chosen from the backward
States. Thisis certainly unfortunate, forevenafter
recognising similar anomalies during the seven-
ties the NCDBA has not been able to get away
from the same old groove!



VOL.5NO. 4 PLANNING AND REGIONAL DIFFERENTIATION IN INDIA 617
TABLE 6. STATE-WISE DISTRIBUTION OF GROWTH CENTRES
States/UT's Existing Centres ‘near’ Eligible
Centres Existing Centres Centres
Developed
Gujarat 6 13 6
Haryana 1 8 2
Himachal Pradesh - - 1
Karnataka 7 6 8
Kerala 4 5 3
Maharashtra 12 5 17
Punjab 3 5 4
Tamil Nadu 11 24 7
West Bengal 3 13 7
Backward
Andhra Pradesh 6 12 12
Assam - - 6
Bihar 5 4 11
Jammu and Kashmir 1 - 1
Madhya Pradesh 6 5 10
Orissa 1 - S
Rajasthan 3 2 9
Uttar Pradesh 13 17 12
Others* - - 4
UTs** 2 2 1
Total 84 121 126

Source: Compiled from NCDBA (1981), Annexure VII, 1, Pp. 83-88.
Notes: *Include Meghalaya, Tripura, Manipur and Goa, Daman and Diu. **Include Delhi, Pondicherry and Chandigarh.

In view of the fact that the selected growth
centres should be paid special attentionto (byboth
State and Central governments) in terms of con-
centrating infrastructural and other develop-
mental activities in these areas, the NCDBA made
a number of specific suggestions.

Inafreshmove ataccelerating industrial growth
and curtailing regional imbalances, in June 1988
the Central Government decided to establish 100
growth centres, to be promoted outside munici-
palities and towns both in backward and advanced
districts. In view of the entrepreneurial
“reluctance” to set up industries in backward areas
due mainly to infra-structural inadequacies, the
Government was prepared to incur an outlay of
Rs 25 crore towards creation of such facilities in
the specified growth centres. In addition to the
gxisting tax concessions in exempting profits and
mvestment allowances for industries in backward
areasand growth centres, the new policy proposed
a number of licensing concessions. Without
observing any licensing formalities, non-MRTP
and non-FERA companies could carry out proj-
ects with amaximum outlay of Rs 5 crore. If it is

meant for a specified backward area the outlay
could go up to Rs 50 crore. A wide range of items
have been exempted from licensing regulations,
other than those listed in a new schedule, which
replaces earlier schedules4 and 5 of the Industries
(Development and Regulation) Act of 1951
[UNIDO, 1990, p. 43].

Further, in order to achieve the highest levels of
production, through capacity expansion, broad-
banding of licenses and re-endorsement of
capacities, both the MRTP and non-MRTP
companies have been allowed to start units in
backward areas. As part of this move, in March
1986, extension of delicensing scheme was made
to the MRTP/FERA companies with reference to
20 industries in Appendix 1 of the Industries
(Development and Regulation) Actof 1951. This
has further been extended during 1987-88 to 27
more Appendix I industries for location in Cen-
trally declared backward areas and to 24 non-
Appendix I industries in backward districts of
category A. The Appendix-I industries (Part I)
delicensed from location in backward areas
include castings and forgings, certain types of



618

electrical equipment, electronic components,
automotive components, etc. The non-appendix-I
List (Part-IT) is mainly of processing industries
involving relatively smaller capital outlay suchas
light structurals, hand-tools, pressure cookers,
cutlery and steel furniture, lanterns of all types,
fuel-efficient stoves, etc. [UNIDO, 1990, p. 111].

Promotional steps notwithstanding, backward
areas failed to attract industrial capital due mainly
to poor infrastructure, underdeveloped local
markets, lack of skilled labour and inadequate
material inputs. It has been observed that ‘An
important feature of the government’s
protective-promotional policy cum liberalization
policy was that relaxation was always paralleled
by a number of binding conditions... Such par-
alleling of opposites produced tremendous lacu-
nas and loopholes in the policy system, leaving
areas of discretion to the government’ [Inoue,
1992, Pp. 104-105]. Consequently, as neither the
motivation for industrial development could be
sustained nor the mid-eighties "spurt” of indus-
tries spread, "disillusionment” with the govern-
ment grew.

New Industrial Policy - 1991

Taking note of the "winds of change”, the
Industrial Policy Statement of 1991, has set
objectives towards "restructuring” the economy,
in continuance of the 1980s policy stress on
promoting competition in the domestic market,
upgradation of technology, development of cap-
ital market and modemization. Among other
things, the "new" policy observes that, ‘Major
policy initiatives and procedural reforms are
called for in order to actively encourage and assist
Indian entrepreneurs to exploit and meet the
emerging domestic and global opportunities and
challenges. The bedrock of any such package
measures must be to let the entrepreneurs make
investment propositions on the basis of their own
commercial judgement’ (p. 4).

Accordingly, the system of industrial licensing
has been abolished for all industries, except for
those relating to security and strategic concems,
social, environmental and safety issues and
articles of elitist concern. Since then private
entrepreneurs are encouraged to enter into many
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areas reserved for the public sector. Further,
foreign investment and technology are being
‘welcomed’ in order to increase export and to
expand production base. The policy also states
that ‘the spread of industrialisation to backward
areas of the country will be actively promoted
through appropriate incentives, institutions and
infrastructural investments’ (p. 3).

The implications of the new policy are serious
and telling, at least as far as spatial unevenness is
concerned. Though, too early to make definite
comments, atleast from the pastexperienceit may
be argued that such policy measures would tend
to aggravate the growing disparities between the
rich and poor States. For one thing, left to itself,
the market forces would lead to concentration of
capital in areas already advanced and poor States,
being poor, would be unable to catch up with the
"compelitiveness"”, access to foreign technology
and the whole process of "modemisation”. Even
when state intervention in the form of regulating
such tendencies has failed to produce expected
results, doing away with the same would only
make way for the danger of unchecked capital
shorn of any social objectives. The new policy, it
appears, would run counter to the declared plan
goal of reducing regional imbalances.

However, the question remains whether the
local population would receive the benefits
accruing out of such area specific developmental
activity. The apprehension of this kind arises toa
large extent due to the undesirable experiences
during the first two decades of planning in India.
As is well known until 1970-71, public invest-
ments were the only major instruments aimed at
removing regional disparities in industrial
growth. During the two decades (1951-1971) the
largest ever public investment in the industrial
sector was made in just three most backward areas
of the backward States of Bihar, Orissa and
Madhya Pradesh to establish steel plants. These
three states accounted for 60 per cent of the total
publicinvestmentof Rs 11,000 crore made during
the two decades. Though itcannot be claimed that
the guiding motivation was to encourage indus-
trial dispersal in backward areas, from the strictly
techno-economic point of view, these locations
were best suited for the steel plants. The avail-
ability of raw materials in these States was the
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crucial determining factor. But such high linkage
generating industries like steel plants failed to
improve the lot of the local people in terms of
providing greater employment or in any major
way contributed to the incomes of the respective
States. The spread effects were extremely limited
and ancillarisation of the desired type did not take
place. There exist a number of studies revealing
the poor linkage between the local economy and
theindustrial enterprises set up in backward areas
[Prasad and Sengupta, 1976; Kundu, et al., 1986;
Nath, 1976; Satyanarayana, et al., 1973; and
Sharma, 1977]. An important aspect in this con-
nection is that often the nature of the industry is
so sophisticated that most of such major
investments absorb skilled personnel, both tech-
nical and managerial and the local populace find
jobs of unskilled nature. This on the one hand
limits the local income and also prevents skill
formation in the locality. Socially and politically,
it is not a healthy situation where local labour,
being otherwise in a distressed state of unem-
ployment is not able to benefit from a certain
major industrial scheme. The situation is equally
appalling even with the onset of liberalisation
during the eighties, when the ‘new’ approach of
industrial dispersal has been particularly reori-
ented.

The industrial estates, formed originally to
develop small scale industries in backward areas
with greater local participation, have been pro-
moted towards production of items like chemi-
cals, electronic components, pharmaceutical
products, etc., with foreign technical
collaboration widespread incidence of sickness in
these footloose industries has become a known
phenomenon. Here again, the nature of the
productis such that it demands technically skilled
personnel and often it is difficult to find such
people in an underdeveloped region, where pro-
motion of technical education has hardly
occurred. Consequently, the unit suffers and there
1s an increasing dependence upon outsiders.

Apart from the policies of industrial dispersal
there have been various other Central measures
for financing development through public
investments and budgetary transfers. In the sub-
Sequent sections we would be discussing these
aspects.
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Public Investment

It has been widely recognised that public
enterprises can be used as a conscious policy to
stimulate the task of regional development. In
India, aithough the issue of inter-temporal phas-
ing in planning has been rigorously dealt with, its
spatial aspect has been relatively neglected. The
planners never systematically undertook the task
of spacing out targeting industrial capacities and
appropriately allocating plants among different
States, not to speak of using this as an instrument
for reducing regional imbalances [Eapen, 1981,
p- 20].

The Third Plan had explicitly stated that, ‘in the
location of new enterprises, whether public or
private, considerations (should be) given to the
need for developing a balanced economy in dif-
ferent parts of the country’ [Planning Commis-
sion, 1961, p. 144). It was also held that large scale
industries frequently served as ‘a spearhead of
intensive and broad development’. At the same
time, the document admitted that economic and
technical considerations were always important
as far as the diffusion of activities of the large
scale industries were concerned and only mar-
ginal deviations were feasible in practice. Inother
words, in the location of public sector units, the
demands of relatively backward areas were also
keptin view ‘wherever this could be done without
giving up essential technical and economic cri-
teria’. "'

It may, thus, be inferred that the locational
decisions of the public enterprises ‘objectively
and rationally’ are contingent upon techno-
economic considerations, and the aspect of
developing economically and socially backward
areas are only ‘secondary’ in such decisions. The
overriding factor in location being techno-
economic considerations, ceteris paribus, the
public enterprises are in no way special compared
to the private units set up in backward areas [Raj,
1978, Pp. 145-146]. Removing regional imbal-
ances was recognised as an important objective
of planning. However, the absence of a clear-cut
policy statement on the role of public enterprises
in this direction remains the most confounding
element in public investment decision process.
The government’s stand on the role of public
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enterprises may be comprehended through the
equivocal manner in which the policy makers
interpret it.

There secems to be a great deal of confusion at
the level of policy making regarding the role of
public investment as a conscious strategy of
reducing regional disparities. It has been argued
that “the objective of public policy’ and ‘the role
of public enterprises’ are to be distinguished.
According to this line of argument, the mere
location of a project (by government) in a back-
ward area by no means obliges the public enter-
prises to bring about regional development or the
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development of the area, for the public enterprise
‘cannot be expected to do more than operate with
the utmost efficiency’ [Iyer, 1991, Pp. 13-15]. In
fact, analysing the role of public enterprises in
developing countries, it has been strongly viewed
that, ‘what is of utmost importance is that the
acceptance of social goals such as regional
development by public enterprises should be
viewed as a managerial challenge and under no
circumstances should it be used as an alibi for
overall poor performance of the enterprises’
[Fernandes, 1981, Pp. 41-42].

TABLE 7. PER CAPITA PUBLIC INVESTMENT IN NON-DEPARTMEN TAL UNDERTAKINGS
(Gross Block, in Rs)

States 1971* 1981* 1989*
Andhra Pradesh 26 185 1,850
Assam 54 338 2,624
Bihar 165 507 1,207
Gujarat 58 314 1,488
Haryana 8 202 630
Himachal Pradesh 1 345 2223
Jammu and Kashmir - 17 1,448
Kamataka 34 227 587
Kerala 59 189 599
Madhya Pradesh 139 505 2204
Maharashtra 26 291 2571
Orissa 215 394 2,169
Punjab 26 249 478
Rajasthan 16 106 408
Tamil Nadu 80 191 1012
Uuar Pradesh 18 92 748
West Bengal 107 318 1,050
All India TO** 309 %»* 1418

Sources: For 1971, Bureau of Public Enterprises {(1972), Annual Report on the Working of Industrial and Commercial
Undertakings of the Central Government, 1970-71. New Delhi: Ministry of Finance, Govemment of India. For 198} and -
1989, respectively, Bureau of Public Enterprises (1983, 1991), Public Enterprises Survey, Vol. 1. New Delhi: Ministry of
Finance, Govemment of India.

Notes: * As on 31st March. ** Includes ‘Unallocated’ Rs 564.9 crorein the All India total.
Rs 2,422.14 crore in the All India total.

*** Includes ‘Unallocated”

In Table 7 we have presented data on per capita
Central investment in non-departmental enter-
prises. It may be noted that up to 1971, Bihar,
Orissa and Madhya Pradesh have received the
highest amounts reflecting the investments made
in the steel plants. For the later two time points,
though some of the poor States like Orissa and
Madhya Pradesh have received relatively larger
amounts, Rajasthan and Bihar did not improve
their positions. In any case, this form of Central
resource transfer does not contribute much
towards reducing regional imbalances as they
constitute hardly 10 per centof the total transfers,

Inreality, ‘politics’ has also played a ‘largepart’
in location decisions [Eapen, 1981, p. 21]. An
important consequence of the absence of spatial
planning of industrial targets has been the ten-
dency for targetted industrial capacities in each
industry to be competed forbynumerous claimant
States, thus, resulting in allocation of plants to as
many States as politically necessary. A survey-
based study observed that, ‘our respondents were
unanimous that locational decisions were purely
political in nature. The guidelines or the policy
statements on locational decisions emphasise the
availability of raw material, neamess to markets
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and sources of supply, availability of port facili-
ties, etc. Nevertheless, in actual practice, in many
cases, these appear to receive only a superficial
consideration’ [Raj, 1978, Pp. 145-146].

1t is evident from the aforesaid analysis that
Central planning, following industrialisation as a
strategy towards developing backward areas, has
not been effective. ‘It was not only private
resources that began to flow into (the) pockets of
development; the resources of the Central Gov-
ernment as well as quasi-government bodies also
followed in the same direction’ [Banerjee and
Ghosh, 1988, p. 126].

At this juncture, it would be useful to look into
the spatial pattern of agricultural growth, which
has a crucial link with the industrialisation pro-
cess, via, inter alia, rural income generation as
also activating agro-based industries.

The Agrarian Dimension

Heavily skewed public investment in infras-
tructural development (especially, irrigation) in
favour of certain regions (particularly, the
north-western belt) coupled with primitive tech-
niques of production in a traditional semi-feudal
agrarian set-up had severely impaired the
economy of many parts of the country, especially,
eastern and southern areas. Further, private
investmentinagricultural infrastructure was quite
low [Prasad, 1986, Pp. 3-6].
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Since the mid-sixties, in the wake of massive
food crisis, the new agricultural strategy was
initiated to raise farm productivity and overall
output. This involved adoption of a policy of
concentrating public investment in promoting
‘the seed- fertiliser technology’ in a few areas
where productive irrigation was assured or
investment involved in the development of pro-
ductive irrigation was low. The idea was to build
buffer stocks of foodgrains, to be used (through
public distribution system) whenever there was a
shortfall in any region [Misra, 1990, p. 31].

Thisstrategy of promoting ‘modernagriculture’
has been derived from the agricultural model of
industrialised ‘donor’ countries which function
under totally differentenvironment. Accordingly,
much emphasis has been placed upon crop
homogeneity; plant breeding for yield maximi-
zation, without paying adequate attention to
‘short-term  variability and  long-term
sustainability’; high energy costs (through the use
of irrigation water, fertilisers, pesticides and farm
machinery) for timely delivery; and price subsi-
dies. ‘It well fits the conditions of production of
a small minority of farmers in India, spatially and
socially delimited, but cannot be extended to all
regions and to all socio-economic groups,
because of its energy costs and its general con-
sequences, especially for employment’ [Spitz,
1989, p. 671.

TABLE 8. INTER-STATE V ARIABILITY IN PER CAPITA AGRICULTURAL AND INDUSTRIAL SDP: 196089

Agriculture Industry*
1960-3 0.1377  (21.94) 0.5886 (26.05)
1970-3 03403 (116.47) 0.5573 (51.40)
1980-3 0.4265 (304.36) 0.5566 (169.26)
1986-9 04121 (462.01) 0.5608 (307.73)

Sources: CSO (1985 and 1990); Census of India, various volumes. ) .
Notes: Figures in brackets represent values of standard deviations. * Mining and Manufacturing combined.

TABLE 9. INTER-STATE VARIATIONS: STANDARD DEVIATION OF NATURAL LOGARITHMS OF V ARIABLES

Variables 1962-65 1970-73 1980-83

3:{‘“ of output per capita 0.2566 833;2 8‘5‘(2)—8’3
ue per worker 0.4101 . .

Labour intensity 0.3680 0.3825 0.4105

Source: Krishnaji, N. and Sekhar, P. Satya, 1991, p. A-63.

Notes: The data base for these estimates has been provided in Bhalla, G.S. and D.S. Tyagi, 1989 and Census of India. Value

figures are in constant (1969-70) prices.
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Evidently, the so-called ‘green revolution’
contributed much to the aggravation of uneven
development between regions. Table 8 indicates
the degree of variability in agricultural SDP of 17
States over four time points. It is obvious that the
post-green revolution disparities have grown
notably, as compared to the same in the pre-green
revolution period.

Table 9is indicative of the inter-State disparities
in the net impact of the new technology over the
two decade period 1962- 83, As is obvious, in all
the three variables, a sharp increase has taken
place showing growing disparities among the
States. The magnitude of such disparities could
be comprehended from the following instance of
the distance between Punjab (richest) and Bihar
(poorest) States. Whereas the value of output per
capita during 1962-65 was Rs 487 in Punjab and
Rs 192 in Bihar, the same became Rs 1,134 and
Rs 153, respectively by 1980-83, widening the
gap between the two states greatly. Again, the
value per worker in Punjab rose from Rs 2,200
(during 1962-65) to Rs 5,063 (during 1980-83),
while itremained practically unchanged for Bihar
{Krishnaji and Sekhar, 1991},

That certain regions have benefited immensely
from such policy measures at the cost of many
others has been the conclusion of numerous
research studies [Byers, et al., 1985; Zarkovic,
1987; Vaidyanathan, 1988; Rao, 1989; Bhalla
and Tyagi, 1989; Krishnaji and Sekhar, 1991 and
Rudra, 1992). Without going into a detailed
critique of the inherent limitations of the ‘Green
Revolution’ strategy we would briefly discuss the
effect on regional imbalances. _

As the new technology was intrinsically
dependentupon the availability of water, irrigated
regions performed much better than the rainfed
ones. This necessarily led to differentiated agri-
cultural growth between regions. There exists
notable variation in irrigated areas between
States; also in the two decades (1967-68 to
1986-87) since the strategy came into being, the
regional variability (as shown by the coefficient
of variations of the percentage of Gross Irrigated
Area (GIA) to Gross Cropped Area (GCA))
increased.'” The major technological break-
through in the form of high yielding variety of
seeds has been achieved mainly in the case of
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wheat and rice (the latter has shown much less
resilience depending upon varying local condi-
tions, including irrigation facilities). As a result,
the new technology has essentially proved more
productive in the north-westemn States than in
other parts of the country. The reason why some
other crops could not show as much resilience as
wheat is that they could not take advantage of the
‘water-intensive’ method. For instance, oilseeds
and pulses are grown mainly in dry or rainfed
regions. Even about 60 per cent of the area under
rice is in rainfed areas [Hanurnantha Rao, 1989,
Pp. 393-395].

Empirical results have shown that the distri-
bution of both the input technology and invest-
ment in agriculture has been highly skewed;
whereas the north-western region of Punjab,
Haryana and western Uttar Pradesh have under-
gone spectacular changes in their agricultural
production structure, the eastern and southern
States have been unable to obtain the benefits of
public and private investment in agriculture. The
small holdings in these regions have also not
benefited. Between the early sixties and early
eighties the north-western region contributed as
high as 53 per cent to the incremental agricultural
output, whereas the eastern region accounted for
only 8 per cent. This was primarily due to the
appropriation of relatively large sharesof modem
inputs by the better-off regions. During the
eighties, with about 23 per cent of total area, the
north-western region accounted for over 40 per
centof total fertilisers and total irrigated areaand
above 60 per cent of tractors used [Bhalla and
Tyagi, 1989, Pp. 55-56].

Further, the experience in the working of agri-
cultural policies in the past, particularly since the
mid-sixties, has been unfortunate. Examining
three major state incentive policies, namely, price
support, input subsidies and subsidised institu-
tional credit, Subbarao concluded that ‘This
growth (in agriculture) in the advanced states was
aided by state-induced market price distortions
resulting in heavy subsidies and the easy avail-
ability of subsidised public funds. The few
prosperous states which already had access to
water, power and fertiliser cornered a dispro-
portionate share of public subsidies, leaving
fewer public resources for new public
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investments designed to spread these critical
inputsina regionally more equitable manner. The
net result has been a deficiency of public invest-
ments in critical areas such as flood control and
water management in the poorer eastern and
central states’ [Subbarao, 1985, Pp. 543-544].

Constraining Factors

While pointing to the grossly diverse agricul-
tural performances, in terms of growth of area and
yield, one needs to look into at least two crucial
factors - demographic pressure and environ-
mental differentials. In a dissagregated analysis,
over the period of 1960s and 1970s, it has been
shown that (i) technology and demographic
forces were acting against the negative growth
(NSS agro-climatic) regions, and (ii) population
growth had offset yield increase induced by
technology in low and very low regions [Ma-
hendra Dev, 1985, p. A-136).%

It is clear that population growth, especially in
rural areas, does dilute the gains of technological
progress. As far as the growing surplus labour in
rural areas is concemned, generation of non-
agricultural employment within the regions
depends largely upon the level of agrarian
prosperity, as could be gauged through per capita
income of the agricultural population, income
distribution pattern and the degree of commer-
cialisation.* Moreover, labour mobility from
low-growth regions to high-growth ones has been
mostly inconsequential considering the size as
well as the socio-cultural limits of the labour force
[Vaidyanathan, 1986, Pp. 49-50]. Precisely
because of this, greater investment in rural
infrastructure and provision of suitable agricul-
tural technology to depressed regions are essen-
tial. ‘Changes in productivity per unit area are an
cqually important factor; the larger the increase
in productivity, given the demographic pressure,
the higher the rise in per capita output’ [Vaidya-
nathan, 1988, p. 21].

Environmental constraints on agricultural
growth are well known, Discussing aspects of this
problem at length, concemned scholars have
emphasised, inter alia, the need for better land
and water management towards harnessing both
surface and ground water potentials, particularly
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the latter, in the agriculturally lagging regions.
The significance of ‘adaptive’ local research (for
both dryland and rain-fed farming), contributing
to higher productivity and, hence, higher per
capita income, has also been highlighted [Vai-
dyanathan, 1988, Pp. 36-54, Ray, 1993, Pp.
264-268]. Similarly, till recently, the superiority
of multiple-cropping (over monoculture), both in
terms of higher gross returns and more evenly
spread of labour employment, had not been
recognised [Spitz, 1989, Pp. 66-67].

It is important to note that even in a relatively
liberalised environment, during the eighties,
though the growth of agricultural production has
been ‘satisfactory’, public (and consequently,
private) investment in agriculture as also in rural
infrastructure in real terms has declined signifi-
cantly. This has led to areduction in the horizontal
spread of rural infrastructure. Also, it has
enhanced intensification of use of current inputs
(such as, fertilisers and pesticides) in the already
developed regions. If anything, regional con-
centration of output growth and marketed surplus
has risen further during the decade {Sen, 1992,
Pp. 10-11].

Ithasbeennoted thata desirable situation would
probably be one which combines a stow pace of
population growth with fast but sustainable rate
of agricultural growth. ‘Here the crying need is
for greater public investment in rural infrastruc-
ture, both physical and human; and for institu-
tional reforms which would allow better
combination, both within and across regions, of
surplus labour with scarce non-labour resources.
... Unfortunately, the liberalisers’ prioritiesare far
removed from these’ [Sen, 1992, p. 18].

Aspects of Federal Finance

The provision of transfer of resources from the
Centre to the federating units (or, States) has the
primary objective of mitigating the undesirable
effects of growing regional imbalances. Such
transfer can take a variety of forms, which may
be broadly classified as Plan, Non-Plan (Stat-
utory) and Discretionary transfers.”® In view of
the persistence of gaps between the ‘felt’ needs
and the resource base and the ‘changing com-
plexion of federal polity’, the basis of federal
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fiscal transfers has been modified from time to
time. Despite these efforts the working of the
system of federal finance has been particularly
disappointing. ‘“The flow of financial resources
from the Union to the States has tended to be
grossly uneven, provoking the charge of favou-
ritism against the Centre. A considerable degree
of arbitrariness has infiltrated into the arena of
fiscal devolution’ [Mitra, 1988, p. viii].

We will discuss some major trends in financial
flows with reference to 14 major States, over the
Plan periods. The eight Special Category States
of Assam, Himachal Pradesh, Jammu and Kash-
mir, Manipur, Meghalaya, Nagaland, Sikkim and
Tripura have been excluded.
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Plan Assistance

In Table 10 we have presenteddata on Plan-wise
per capita plan assistance for State plans. As can
be seen, among the advanced States, up to the end
of Annual Plan periods, Punjab, Haryana, Kar-
nataka and Kerala generally received above
average assistance, with the first two receiving
substantially higher shares during the first two
Plan periods. Maharashtra, Gujarat and West
Bengal received a lower than average amount
during the same period. Among the backward
States, for the same period, the shares of Bihar
and Uttar Pradesh remained much below the all
States average, in contrast to those of Orissa,
Rajasthan, Madhya Pradesh and Andhra Pradesh.

TABLE 10. AGGREGATE PER CAPITA PLAN ASSISTANCE: I TO VI PLAN

Rs)
States 1st Plan 2nd Plan 3rd Plan Annual 4th Plan Sth Plan 6th Plan 7th Plan
Plans

Andhra Pradesh 19(79.2) 28(107.7) 58(105.5) 39(108.3) 53(81.5) 88(86.3) 232(78.1) 372(74.0)
Bihar 14(58.3) 19(73.1)  44(80.0) 19(52.8)  58(89.2) 84(82.4) 255(85.9) 406(80.7)
Gujarat 19(79.2)  26(100.0) 50(90.9) 31(86.1) 58(89.2) 80(78.4) 242(81.5) 394(I8.3)
Haryana 90(375.0) 50(192.3) 67(121.8) 50(136.9) 76(116.9) 101(99.0) 290(97.6) 388(77.1)
Kamnataka 23(95.8) 30(1154) 63(114.5) 40Q111.1) 57@87.7) 88(86.3) 193(65.0) 298(59.2)
Kerala 17(70.8)  24(923) 68(123.6) 45(125.0) 80(123.1) 113(110.8) 226(76.1) 532(105.8)
Madhya Pradesh 22091.7)  32(123.1) 64(116.4) 37(102.8) 61(93.8) 80(78.4) 260(87.5) 451(89.7)
Maharashtra 14(58.3)  20(769)  39(70.9) 24(667) 47(723) 67(65.7) 212(71.4) 352(70.0)
Orissa 50(208.3) 39(150.0) 74(134.5) 4C{11L1) 71(109.2) 107(104.9) 345(1162) 521(103.6)
Punjab 90(375.0) 50(192.3) 67(121.8) 38(105.6) 72(11C.8) 99(97.1) 249(83.8) 345(68.6)
Rajasthan 36(150.0) 31(119.2) 74(134.5) 49(136.1) 83(127.7) 113(110.8) 281(84.6) 442(87.9)
Tamil Nadu 14(58.3) 26(1115) 53(96.4) 32(88.9) 48(73.8) 72(70.6) 184(62.0) 349.69.4)
Uttar Pradesh 13(54.2) 17(65.4)  46(83.6) 30(83.3) 58(89.2) 90(88.2) 250(84.2) 408(81.1)
West Bengal 40(166.7)  22(84.6)  41(74.5) 27(75.0)  48(73.8) 69(67.6) 172(579) 274(54.5)
All Siates 24(100.0) 26(100.0) 55(100.0) 36(100.0) 65(100.0) 102(100.0) 297(100.0) 503(100.0)

Source: An unpublished document of the Planning Cornmission.

Note: Figures in parentheses are Plan-wise indices.

In the later four Plan periods, the advanced
States of Gujarat, Kamataka, Maharashtra, Pun-
jab, Haryana, Tamil Nadu and West Bengal
received in the overall, below average share.
Kerala is the only State to have maintained an
above average share, excepting during the Sixth
Plan period. The only poor State which received
higher than average shares from the Fourth to the
Seventh Plan period is Orissa. Rajasthan’s share
declined from the above average level beginning
from the Sixth Plan. Importantly, most of the
backward States (Andhra Pradesh, Bihar, Mad-
hyaPradesh and Uttar Pradesh) received less than
average share throughout the last two decades,

1.e., from the Fourth to the Seventh Plan periods.

Statutory Transfers

The following inferences are drawn from Table
11 which gives the distribution of statutory
transfers. As far as the advanced States are con-
cerned, the per capita transfers up to the end of
the Annual Plans period were above average for
Gujarat, Kamataka and Kerala at least during the
first two Plan periods. However, for States such
as Haryana, Maharashtra, Punjab, Tamil Nadu
and West Bengal the per capita receipts were
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mostly below average or at best at the average
level, suggesting that the Finance Commissions
did not particularly favour advanced States.
Among the poor States Bihar, Madhya Pradesh
and Uttar Pradesh received significantly below
average receipts all through. Whereas Andhra
Pradesh and Rajasthan barely managed to get
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approximately the same as average, the only State
which has performed exceedingly well is Orissa,
whose receipts have been fairly above average,
throughout the period. Relatively speaking, it
may be noted that, the Finance Commissions have
hardly contributed anything for the poor States’
efforts to improve their economic position.

TABLE 11. PER CAPITA STATUTORY RESOURCE TRANSFERS: II TO VII PLAN

Rs)
States 2nd Plan 3rd Plan Annual Plans  4th Plan 5th Plan 6th Plan 7th Plan
Andhra Pradesh 24(100.0) 39(111.4) 39(100.0) 95(100.6)  178(110.0) 284(92.2) 541(92.6)
Bihar 20(83.3) 27(77.1) 26(66.7) 90(95.7) 150(93.2) 316(102.6) 604(103.4)
Gujarat 29(120.8) 50(142.9) 36(92.3) 86(91.7) 138(85.9) 282(91.6) 437(74.8)
Haryana 24(100.0) 33(94.3) 33(84.6) 75(79.5) 120(74.8) 239(717.6) 340(58.2)
Kamataka 31(129.2) 41(117.1) 55(141.0) 84(89.5) 131(81.4) 270(87.7) 465(79.6)
Kerala 23(95.8) 45(128.6) 67(171.8)  109(115.6)  225(139.8) 302(98.1) 506(86.6)
Madhya Pradesh 22091.7) 32(91.4) 30(76.9) 82(87.4) 131(81.2) 306(99.4) 567(97.1)
Maharashtra 22091.7) 34(97.1) 40(102.6) 97(102.4) 141(87.8) 273(88.6) 404(69.2)
Orissa 28(116.7) 64(182.9) 80(205.1)  131(138.9) 263(163.0) 373(121.1) 724(124.0)
Punjab 24(100.0) 33(94.3) 31(79.5) 84(88.6) 125(77.6) 250(81.2) 385(65.9)
Rajasthan 24(100.0) 40(114.3) 39(100.0)  103(109.1)  219(136.1) 263(85.4) 489(83.7)
Tamil Nadu 20(83.3) 32(91.4) 37(94.9) 90(95.4)  131(81.3) 310(100.6)  509(87.2)
Uttar Pradesh 19(79.2) 24(68.6) 31(79.5) 87(92.7) 153(95.0) 298(96.8) 551(94.3)
West Bengal 35(145.8) 33(94.3) 34(87.2) 101(107.4)  186(115.5) 292(94.8)  632(108.2)
Ali States 24(100.0) 35(100.0)  39(100.0) 94(100.0) 161(100.0) 308(100.0) 584(100.0)

Source: Gulati, L.S. and K.K. George, (1988), Pp. 42, 76-77 and 101.
Notes: Figures in parentheses are Plan-wise indices. 6th and 7th Plan periods referto 7th and 8th Finance Commission periods.

Again there does not seem to be any important
change in the pattern of statutory transfers
favouring the poor States during the subsequent
Plan periods, i.e., Fourth through the Seventh
Plan. In fact, except Orissa, most of the poor
States’ share often remained below the average.
Incase of Andhra Pradesh and Rajasthan though
Fourth and Fifth Plan periods witnessed some
increase above average receipts, the same fell
shortof the average during the later Plan periods.
A slight improvement was noticed in the shares
of Bihar during the eighties (Sixth and Seventh
Plan periods). Apart from Kerala and West
Bengal during the Fourth and Fifth Plan periods
and Maharashtra during the Fourth Plan period,
the per capita receipts of all advanced States
remained less than average, suggesting that a

somewhat restricted approach was adopted dur-
ing the later Plan periods for these States.

Discretionary Transfers

Considering the discretionary transfers, we find
from Table 12 that, barring the Annual Plan
periods, the advanced States (Gujarat, Kerala,
Maharashtra, Tamil Nadu and West Bengal) did
improve their positions during the Second Plan
period over the previous one. Moreover, Punjab
and Kamataka received increasing shares even
during the Annual Plans. The poor States, with
the exception of QOrissa and Rajasthan, have
received substantially low sums and the bias
against poor States as a whole is the redeeming
aspect of such type of transfers [George, 1987].



626 JOURNAL OF INDIAN SCHOOL OF POLITICAL ECONOMY OCT-DEC 1993
TABLE 12. PER CAPITA DISCRETIONARY TRANSFERS: II TO VII PLAN

(Rs)
States 2nd Plan 3rd Plan Annual Plans 4th Plan 5th Plan 6th Plan Tth Plan
Andhra Pradesh 20(90.9) 45(128.6) 57(139.0)  124(136.3) 83(68.0) 162(67.2) 150(65.8)
Bihar 37(168.2) 28(80.0) 45(109.8) 42(46.2) 116(95.1) 175(72.6) 154(67.5)
Gujarat 13(59.1) 39(111.49) 41¢100.0)  100(109.9)  135(110.7) 312(129.5)  250(109.6)
Haryana 18(81.8) 50(142.9) 11(26.8) 172(189.0) 164(134.4) 347(144.0)  240(107.9)
Kamataka 7(31.8) 23(65.7) 46(112.2)  140(153.8) 108(88.5) 195(80.9)  248(106.8)
Kerala 26(118.2) 46(131.4) 23(56.1) 116(127.5) 91(74.6) 148(61.4) 191(85.8)
Madhya Pradesh ~ 23(104.5) 30(85.7) 39(95.1) 25(217.5) 91(74.6) 146(60.6) 173(75.9)
Maharashtra 20(90.9) 38(108.6) 34(82.9) 125(1374) 109(89.3)  274(113.7)  298(130.7)
Orissa 36(163.6) 39(111.4) 52(126.8)  137(150.5)  128(104.9) 302(125.3)  234(102.6)
Punjab 18(81.8) 50(142.9) 67(163.4) 99(108.8)  293(240.2) 533(221.2) 721(3162)
Rajasthan 31(140.9) 53(151.4) 89(217.1)  241(264.8) 133(109.0) 364(151.0) 201(86.2)
Tamil Nadu 12(54.5) 34(97.1) 35(85.4) 82(90.1) 73(59.8) 179(74.3) 144(65.2)
Uttar Pradesh 13(59.1) 16(45.7) 25(61.0) 46(50.5) 111(91.0) 192(79.7) 181(75.4)
West Bengal 38(172.7) 41(117.1) 29(70.7)  124(1363)  169(138.5)  290(120.3) 221(96.9)
All States 22(100.0) 35(100.0) 41(100.0) 91(100.0)  122(100.0) 241(100.0)  228(100.0)

Source: George, K.K., 1987 and 1988, Pp. 252 and 136 respectively.

Note: Figures in parentheses are Plan-wise indices.

To recapitulate the findings of the relative
redistributive role of the three types of budgetary
transfers at an inter-temporal level, it would be
important todiscuss whether the overall tendency
is more towards progressivily or regressivity.
Allowing for the variations in quantum of trans-
fers between States over the Plan periods it may
be stated that in the case of all the three types of
transfers, the poor States have certainly not been
provided with significantly above average level
of funds. Particularly, during the recent three Plan
periods, these States have received below average
as well as declining shares. On the other hand,
some of the advanced States have received sums
much higher than the average at least during the
early three Plan periods. Even otherwise,
although their relative shares declined especially
towards the recent two Plan periods, their receipts
remained normally above those of the poorer
States.

It has been noted that the issue of regional
growthisparticularly important in the early stages
of development, at least for two reasons. Firstly,
the ‘spread effects* in poor economies are not
strong enough compared to those in the better-off
regions and hence, uneven distribution of benefits
of development may have serious social and

political repercussions. Secondly, if corrective
steps are not taken in the beginning, any later
attempts atdiverting resources from developed to
poor regions might create tensions between
regions [Ansari, 1983, p. 450]. As discussed
above, there was definitely a bias favouring some
of the advanced States during the early stages of
planning. The overall bias against poor States
continued even during the recent Plan periods. As
observed by an important study in the field of
federal finance, ‘One thing is clear, however,
..thatany attempt at persevering with the existing
pattern of transfers will only accentuate, rather
than rectify, inter-State disparities’ [Gulati and
George, 1988, p. 107].

One more point needs to be mentioned here
regarding the ‘dependence’ of the States on the
Centre for financing their plans. Inaddition tothe
distortions in the federal financial transfers, most
of the poor States have stagnant and insufficient
resource base. As aresult they find it difficult to
raise resources within their States either for
financing their development programmes or for
the provision of essential services. Table 13
presents evidence of the extent of States’ own
efforts at raising resources internally in the total
plan expenditure/outlay.
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TABLE 13. SHARE OF STATE'S OWN RESOURCES IN PLAN OUTLAYS/EXPENDITURE

(Percentages)
States/Plan First Second Third Annual Fourth Fifih Sixth Seventh
Andhra Pradesh 43.0 46.8 36.0 31.4 454 713 67.5 68.8
Bihar 46.1 526 34.9 28.6 31.7 633 55.5 55.1
Gujarat 67.7 66.2 53.1 63.2 71.8 81.9 82.4 82.5
Haryana 452 78.7 83.1 83.8 86.6
Kamataka 50.0 513 37.6 432 55.4 742 751 75.0
Kerala 45.5 52.1 33.0 38.0 49.0 57.6 68.8 459
Madhya Pradesh 35.1 334 23.9 14.9 46.7 759 71.5 732
Mabharashtra 61.5 65.3 61.5 71.4 76.2 85.6 82.7 83.1
Orissa 9.4 26.9 39.0 34.2 377 59.8 49.5 576
Punjab 13.5 41.7 47.1 57.5 713 86.7 82.7 85.8
Rajasthan 9.1 40.5 23.4 12.5 31.1 59.0 64.3 62.0
Tamil Nadu 50.6 48.8 45.4 54.5 64.4 - 73.4 76.0 75.0
Uttar Pradesh 47.6 472 37.4 425 56.1 674 62.3 65.5
West Bengal 26.6 53.2 48.4 30.2 41.5 75.6 78.3 70.6
All States 38.7 494 40.8 435 57.4 73.9 72.2 720

Source: Estimated from an unpublished document of the Planning Commission.

Itis clear that the dependence of the States on
the Centre has declined considerably over time.
The contribution of all the States combined to
total plan expenditure increased from 39 per cent
during the First Plan period to 72 per cent by the
Sixth and Seventh Plans. Importantly, while the
advanced States could self-finance large pro-
portions of plan expenditure, the backward States
were relatively more dependent on the Centre.
This suggests that the backward States are unable
10 generate enough income from within their
States and, hence, rely heavily on Central assis-
tance. On the other hand, the magnitude of plan
outlays of these States being much less than the
all States’ average the proportion shows an
upward bias even though the Central contribution
is not comrespondingly high. In a disaggregated
analysis, it has been noted that though the back-
ward States have made the ‘expected’ efforts to
improve their economic conditions, the financial
transfer policy of the Centre has not been ‘ap-
propriately” progressive to prevent the growing
disparities [Ansari, 1987]. Moreover, a recent
intensive study in the field establishes that all the
Central agencies entrusted with the task of
resource allocation among the States, ‘have
without exception failed to bring succour to the
poorer States. All the major instruments of
regional policy have failed to arrest widening
trend in regional disparities in India. In fact, some
of the agencies wielding these instruments had
actually contributed to the accentuation of the

divergent trends as they only acted as conduits for
the outflow of savings from the poorer to the
richer regions’ [George, 1988, Pp. 235-236].

Concluding Observations

Removal of regional imbalances has remained
a crucial objective of planned state intervention
in India. Given the diversity of the Indian State -
in terms of resource endowments, population
characteristics and also the historicity of the
development process - the basic flaw with Indian
planning has been that it lacks a spatial devel-
opment perspective. This is obvious from the fact
that sectoral investment strategies are taken to be
the cornerstone of planning process in the coun-
try. As inmany other countries, influenced mostly
by the Western notion of post-war development
strategy, India emphasised on industrialisation as
the most notable path to progress. Consequently,
until the seventies, massive public sector invest-
ments were made in the form of locating indus-
tries in the key sector in those regions, where the
return to capital wasconsidered to be the highest.
The national industrial growth was supposed to
percolate down to all the regions and thereby,
national growth objectives were seen as coter-
minus with regional growth.

The disparities between regions, had in fact,
risen by the beginning of the 1970s. With a greater
thrust on industrialisation to encourage location
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of industries both in public and private sectors in
specified backward areas, various financial sup-
portschemes were formulated. Further, industrial
licensing as an instrument for preventing
undesirable concentration of private capital in
already developed regions was introduced.
However, all these resulted in the already
advanced States obtaining a lion’s share of the
benefits, primarily intended for the underdevel-
oped States. Even though in some backward
States per capita public investments in
non-departmental undertakings has been rela-
tively higher, these are mostly local resource-
based key industries for national development
and the concermed States have hardly benefited
from them. Even the massive investment in
modem agriculture, which, among other things,
was supposed to buttress industrialisation has
been concentrated in a few well endowed regions
of the country. Our analysis of Central resource
flows to the States has also suggested a bias in
favour of the advanced States.

The trickier issue of intra-regional disparities
could be dealt with at least as a first step, by
focusing upon both the sub-sectoral as also the
sub-regional (district and, more importantly,
taluka) levels. One has to go beyond the mere
construction of composite indices of develop-
ment. Although sporadic, such detailed exercises
have been carried out by a few local
governments.'® The dearth of similar inquiries
pertaining to underdeveloped States is a sad
commentary on the lack of dynamism and vision
for the future in the local governments. Aboveall,
the occurrence and persistence of acute poverty -
both rural and urban, cutting across administra-
tive boundaries - remain the most crucial chal-
lenge for development planning. The provision of
basic amenities towards human existence with
dignity for the deprived millions must remain the
central concern of any form of development
intervention."” It is worth pondering as to whether
in the absence of radical institutional changes the
typical interventionist strategy carries much
weight.
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Under such circumstances, the local govern-
ments do have a much larger role to play, at least
in locating priority areas of promotion, designing
and execution of plans ensuring minimal depen-
dence on the Centre. This necessarily involves ‘a
decentralised, participatory system of local
planning which permit people to monitor the use
ofresources, bring weaknesses in implementation
(including misuse of resources) to the surface and
generate pressures for coercive action” [Vaidya-
nathan, 1988, p. 53] A stronger political will
capable of articulating the regional interestsin the
appropriate fora and active popular participation
at all levels seem to be an important way out for
the neglected regions. A vigilant public can make
a big difference.

The socio-political consequences of regional
imbalances have already assumed serious pro-
portions, leaving much to be desired towards
preventing, if nothing more, the process of
increasing regional differentiation.

NOTES

1. Fordiscussions on historical roots of regional imbalances,
see, Bagchi, [1976]; Bharadwaj, [1982]; Kundu and Raza,
[1982], especially, Pp. 1-10, 38-44 and 77-83; and Banerjee
and Ghosh, [1988].

2. For the most recent evidence on the pattems of regional
variation in India, see the meticulous empirical exercise done
by Choudhury, [1993].

3. ‘Growth and diversification of economic activity in an
under-developed area can take place only if the infrastructure
required for this is provided in an adequate measure and
programmes for conservation and development of natural
resources undertaken. Within a State, development planning
has to satisfy these primary needs cf each region or area’
[Planning Commission, 1970, Pp. 17-19]. Also, see the
Chapter on ‘Industry and Minerals’, especially, Pp. 240-241.

4. *State’, as a political and administrative entity, refers to
the ‘region’ in the context of Indian planning.

5. The only case where it has been supported with docu-
mentary evidence related to the United Staies. [See Perloff, et
al., 1960].

6. ‘Limited success’ was achieved through such planning
processesin bothItaly and France. For experience details see,
Schachter, [1967] and Hansen, [1968].

7. See Press Note 4/1/81 - BAD (Vol. HI), Government of
India, Ministry of Industry, Department of Industrial Devel-
opment, 27th April 1983.

8. The relative decline from 42.610 36.8 per cent is largely
due toa big leap in the share of Uttar Pradesh from6.910 11.9
per cent between the two periods.
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9.
States 197079  1980-84 1985-90
(Percentages)

De\_leloped
Gujarat, Karmnataka, Lol
Maharashtra and Tamil 48.1 424 42.0
Nadu IL

_ 525 45.7 475
Backward
Assam, Bihar, Jammu &— Lol
Kashmir, Orissa and 8.0 10.9 8.9
Rajasthan IL

| 72 8.8 7.9

10. These proportions are estimated from data presented in
Table 9.23 in CMIE [1991a}.

11. See, A Handbook of [nformation on Public Enterprises
(Comprehensive Volume) [1969], Bureau of Public Enter-
prises, New Delhi, p. 79. Quoted in Raj, [1978], p. 145.

12. Percentage of GIA to GCA for 17 major States:

1967-68 1986-87
SD 14.88 21.41
(Y 0.6409 0.6522

Source: Estimated from CMIE [1991a).

13. In a subsequent study he has observed further that,
‘Growth of labour productivity in the group of high growth
regions was due to rapid growth in land productivity, multiple
cropping and relatively less pressure on land. Against this, the
groups of low and negative growth regions have shown
relatively high growth in work force and low growth in yield
and multiple cropping’ [Mahendra Dev, 1986, p. A-72].

14. For an excellent exposition, see, Vaidyanathan, [1986,
Pp. A-139-142).

15. Plan assistance is given in the form of grants and loans
through the Planning Commission towards bridging the gap
between the Plan outlay of the States and their own resources.
Since the beginning of the Fourth Plan (i.e., 1969), the
allocation has been based on what is known as the Gadgil
formula (or, the Modified Gadgil formula since the Sixth
Plan), where population, tax efforts, irrigation level and
special problems of regions are taken into consideration. The
non-Plan or statutory transfers are awarded by the Finance
Commissions. The quantum of discretionary transfers is
determined by the Central ministers subject to the approval of
the Ministry of Finance. This includes investments under
Central Plan schemes and centrally sponsored schemes.

16. Two such imaginative and rich reports are of the
Govemment of Maharashtra and Government of Gujarat,
under the chainmanship of V.M. Dandekar [1984] and 1.G.
Patel [1984], respectively. Emphasising taluka as the micro
unit of planning they have made a wide range of area and
sector specific recormendations worthy of serious attention
by other States as also the Central Planning authorities.

17. For some fresh, perceptive policy suggestions, see,
Vaidyanathan, [1992] and Kundu, [1993].
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ABBREVIATIONS

CIS Central Investment Subsidy.

CMIE Centre fos Monitoring Indian Economy Pwt. Lad.

CSO Central Statistical Organisation.

FERA Foreign Exchange Regulation Act.

GIC General Insurance Corporation.

GOI Govemment of India.

ICICI Industrial Credit and Investment Corporation of
India. :

IDBI Industrial Development Bank of India.

1FCI Industrial Finance Corporation of India.

ILPIC Industrial Licensing Policy Inquiry Committee.

ILs Industrial Licenses.

IPLP Industrial Planning and Licensing Policy.

LIC Life Insurance Corporation of India.

Lol Letters of Intent.

MIC Monopolies Inquiry Commission.

MRTP Monopolies and Restrictive Trade Practices.

NCDBA  National Committee on Development of Back-
ward Areas.

NHM Non-Household Manufacturing.

NID No Industry District.

SFCs State Finance Corporations.

UNIDO  United Nations Industrial Development Organi-
sation.

UTI Unit Trust of India.

UTs Union Territories.
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PATTERNS OF INTER-REGIONAL MIGRATION IN INDIA: 1961-81
A SPATIO-TEMPORAL ANALYSIS

M.R. Narayana

This paper argues that in a cross-section data as in India, migration by different durations of
residence can provide information on temporal distribution of migration during a period. Since this
information s also available for migration between different regions (or states) aswell as for sectoral
and gender patterns of migration, this paper undertakes a systematic analysis of the spatio-temporal
patterns of inter-regional migration in India. These analyses imply, among others, that migration is
a dynamic process occurring in time and space and its distinctive patterns between regions, sectors
and gender may add new insights into the actual disaggregate migration process. These implications
are hoped to providing perspective for researchers on determinants and consequences of inter-

regional migration in India.
1. Introduction

Apart from fertility and mortality, migration is
an important determinant of size, growth and
composition of human population in open
nations, or open regions within a nation. In a
democratic society like India, people have the
freedom to live in and work at the location of their
choice. In general, this choice is influenced,
among others, by a set of social, economic, cul-
tural and political factors. In fact, these factors
may influence different migrants differently at a
point in time and space, as well as over a period
of time. Or, different migrants may respond dif-
ferently to these factors at a point in time and
space,as well as over a period of time, or the same
migrants at a place may respond differently over
a period of time, The outcome of this process
forms the alternative patterns of spatio-temporal
migration in a society.

This paper analyses the spatio-temporal pat-
tems of inter-regional (or, inter-state) migration
in India. Previous studies on the descriptions of
migration patterns in India are many. For
instance, Skeldon {1986] provides a detailed
comparison of migration patterns between 1971
and 1981 censuses with special reference to
mnter-sectoral flows and sex composition.
Throughout, his analysis was based on all India
figures, and, thereby, concealed its underlying
inter-regional diversities. On the other hand, in
studies like Dutta [1985], net lifetime migration
data are used from a particular census report to
describe the patterns of migration between states.
These descriptions, however, do not unearth the
underlying temporal dimension of migration.
Thus, the need for an integrated analysis of

spatio-temporal  patterns of  inter-regional
migration is an imperative in India. Further, both
the previous studies above have highlighted the
difficulties in analysing migration patterns purely
from different census data. In recent past,
National Sample Survey (NSS) data on migration
are made available in India and the task of com-
parison between data sources is not only between
different censuses but also between different
censuses and sample survey data.

This paper argues that in a cross-section
migration data as in India, migration by different
durations of residence can provide information on
temporal distribution of migration during a
period. Since this information isalso available for
migration between different regions and for sec-
toral and gender patterns, the spatio-temporal
patterns of inter-regional migration in India can
be analysed in sufficient detail.

This paper identifies the important data sources
on inter-regional migration by duration of resi-
dence in India and analyses its patterns with
special reference to sectoral (rural and urban)
composition, gender characteristics and reasons
for migration. While no attempt will be made to
relate the patterns of inter-regional migration to
the patterns of regional economic development,
this brief documentation serves to be a guide to
the available information and provides perspec-
tive for researchers to undertaking migration
studies on the pattemns of inter-regional migration
in India.

The rest of the paper is organised as follows.
Section 2 discusses the availability and compa-
rability of different data sources of inter-regional
migration by duration of residence in India. In
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section 3, patterns of inter-regional migration is
analysed in detail. Section 4 includes concluding
remarks and implications of the study.

2. Data Sources

InIndia, twoimportant sourcesof inter-regional
migration data may be identified. They are the
migration tables of populauon census reports and
national sample surveys. ! Both the sources pro-
vide the cross-section data on state-specific in-
migration, but only the census reports contain
selected data on inter-state migration flows. On
the other hand, time-specific migration data from
the census and survey reports are available in the
form of migration by different durations of resi-
dence.

Migration data on duration of residence were
collected for the first time in the 1961 census.
And, the migration data of 1991 are yet to be
published. Hence, my analysis of census data will
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cover from 1961 census to 1981 census. Broadly
speaking, these spatio-temporal data can be dis-
tinguished into two categories. First, dataon gross
flow of inter-regional migration, and second, data
on inter-regional migration only at the state level
of aggregation.

Table 1 lists the available cross-section data on
gross flows of inter-regional migration by dif-
ferent durations of residence. The sources exhibit
diversities in the classification, characteristics
and durations of residence of migration in the
1961 census and in the 1981 census since no
information on the gross flows by duration of
residence is available in the 1971 census orin any
national sample survey reports between 1961-81.
An important advantage of data on gross flows is
that they can generate alterative inter-regional
patterns within the sectoral level, such as, rural-
to-rural migration, rural-to-urban migration,
urban-to-rural migration and urban-to-urban
migration.

TABLE 1. AVAILABLE CROSS-SECTION DATA ON INTER-REGIONAL FLOW OF MIGRATION IN
INDIA BY DURATION OF RESIDENCE: 1961-81

Nature Classifi- Characteristics of migrants Duration of Coverage Data source

of cation of residence (number of

data migrants states)

1) ¢)] 3) “@ 5) (6)

1. CENSUS

DATA
1961 Census  Place of (i) Rural-urban distinctions; Less than one 15 Migration Table: D-1II,
birth (ii) Male-female characteristics. year; Census of India (1966).
One-five years;
Six-ten years;
Elevea-fifteen
years; and Sixteen
years and over.

1981 Census  Plxce (i) Rural-urban distinctions; Less than onc 22 Migration Table: D-2,
of last (ii) Male-female characteristics. year; Census of India (1988).
residence One-four years;

Five-nine years;
Ten-ninteen years;
and Above twenty
years.

1981 Census  Place (i) Rural-urban distinctions; Less than onc year 22 Migration Table: D-3,
of last (ii) Male-female characteristics; One-four years; Census of India( 1988)
residence (i) Reasons for migration (employ- Five-ninc years;

ment, education, family moved and and Above ten
others). years.

1981 Census ~ Plxce (i) Rural-urban distinctions; Less than nine 22 Migration Table: D-15,
of last (i) Male-female chancteristics; years. Census of India (1988).
residence (i) Age structure (0-2; 3-7; 8-12;

13-17; 18-22; 23-27 and 28-32).

Source: Compiled by the author.
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TABLE 2. AVAILABLE CROSS-SECTION DATA ON INTER-REGIONAL MIGRATION ONLY AT STATE LEVEL
OF AGGREGATION AND BY DURATION OF RESIDENCE IN INDIA: 196183

Nature Ch;siﬁ- Characteristics of migrants Duration of Coverage Data source

of cation of migration (number of

data migrants states)

D) ) 3) ) ) ©)

1 CENSUS

DATA

1971 Census  Place (i) Rural-urban distinctions; Less than one 2 Migration Table:
of last (i1) Male-female characteristics; year; D-V1,
residence (i) Marital stats (never married; One-nine years; Census of India

married; and divorced/widowed); Above ten years. 977,
(iv) Age structure (0-14, 15-19; 20-24;
25-49 and above 50).

1981 Census  Place (i) Rural-urban distinctions; Less than one 22 Migration Table: D-4,
of last (i) Male-female characteristics; year; Census of India
residence (ii1) Occupational structure (main One-four years; (1988).

workers, marginal workers, persons Five years and
secking/available for work, non- above.
workers);

(iv) Age structure (0-14; 15-19; 20-24;

25-29 and above 30).

1981 Census  Place Total migrants from rural areas out- Less than one 2 Migration Table: D-7,
of last  side the state of enumeration reporting  year; Census of India
residence employment as a reason for migration  One-four years; (1988).

by Age: (0-14; 15-19; 20-24; 25-29; Five-nine years;

30-34; 35-39 and above 40), Sex: Ten years and

(Male/female) and Educational level above.

(literate but below matric; matric but

below graduate; technical diploma or

certificate not equal to degree; gradu-

ate and above other than technical

degree; and technical degree or

diploma equal to degree or post gradu-

ate degree). .

1981 Census  Place Total migrants from urban areasout-  Less than one 22 Migrtion Table: D-8,
of last  side the state of enumeration reporting  year; Census of India
residence employment as a reason for migration  One-four years; (1988).

by age, sex and educational level as Five-nine years;
above. Ten years and
above.

1981 Census  Place  Toial migrants reporting employment  Less than one 22 Migration Table: D-9,
oflast  as areason for migration, now avail-  year; Census of India
residence able or secking for work by age, sex One-four years; (1988).

and educational level ay above. This Five-nine years;
data is available only for urban areas. Tbe:v years and
above.

1981 Census  Place  Total migrants reporting education as  Less than one 22 Migration Table:
oflast  a reason for migration, now available  year; D-10, .
residence or seeking for work by age, sex and One-four years; Census of India

educational level as above. Thisdata  Five-nine years; (1988).
is available only for urban areas. Ten years and
above.
II. SURVEY
DATA

NS.S.38TH Laxt (i) Rural-urban distinctions; Last one year; 22 Table 8.1 and 8.2,

ROUND uvsual (ii) Male-ferale characteristics. Last five years; N.S.S.0. (1990).

(Jan-Dec. place of

1983) residence

Source: Compiled by the author.
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Information on the available data on inter-
regional migration only at the state level of
aggregation and by duration of residence are
givenin Table 2. First of all, the NSS data during
1983 is the only source of survey information
close to the year 1981.2 However, unlike usual
sample surveys, the NSS does not provide
information at an individual level of migration.
Second, as compared to other sources, the 1981
census provides additional information on vari-
ous important characteristics of migrants in a
common set of duration of residence. These
additional information include the age, sex and
educational levels of (i) total migrants from rural
(and, separately from urban) areas outside the
state of enumeration reporting employment as a
reason for migration; and (ii) total migrants
reporting employment (or education) as a reason
for migration, now available for or secking work
in urban areas. Thus, the migration data of 1981
census is the most comprehensive and latest

JOURNAL OF INDIAN SCHOOL OF POLITICAL ECONOMY

OCT-DEC 1993

available information on spatio-temporal distri-
bution of inter-regional migration.

It is pertinent to note the following differences
while comparing the NSS and census data on
migration. First, the NSS data on migration is
obtained only from a part of quinquennial survey
of employment and unemployment and is the
outcome of a limited sample in different states.
Table 3 makes thispointclear for 1983 data where
the sample migrants of last one year of residence
(or last five years of residence) as a percentage of
total persons surveyed is below five (ten) in most
of the states, especially in rural areas. On the
contrary, the 1981 Census of India has collected
information of migration by enumerating all
persons in every houschold in the country. These
persons include (i) those who normally resided
and present in the household during the entire
period of enumeration (February §-28, 1981);
(i) those who were known to reside normally

TABLE 3. SAMPLE MIGRANTS OF THE 38 TH ROUND OF NSS ON EMPLOYMENT AND UNEMPLOYMENT, 1983

Sample migrants of lastone  Sample migrants of last five

Total sample year of residence as a years of residenceasa
persons of percentage of total sample percentage of total sample
States the survey persons of the survey persons of the survey
Rural Urban Rural Urban Rural Urban
)] 2) (3) 4) (5) (6) )
1. Andhra Pradesh 26,716 15,403 324 5.45 8.73 14.25
2. Assam 19,895 3,929 0.59 1.61 2.57 6.11
3. Bihar 42,567 10,813 032 1.16 075 402
4. Gujarat 14,658 11,498 1.20 1.99 432 8.71
5. Haryana 1,209 2975 239 4.87 7.14 15.26
6. Himachal Pradesh 10,291 1,220 212 9.18 6.49 17.95
7. Jammu & Kashmir 16,015 7,882 0.80 1.73 2.65 4.66
8. Kamataka 18,503 11,413 188 4.55 6.70 13.84
9.Kerala 16,302 7,154 278 3.96 6.99 9.45
10. Madhya Pradesh 31,765 14,507 1.96 3.32 5.66 9.93
11. Maharashira 27,756 24,394 3.01 3.85 9.00 11.49
12. Manipur 6,278 3,188 NA. N.A, N.A. N.A.
13. Meghalaya 4,446 1,696 NA. 4,07 2.16 8.96
14. Nagaland NA. 870 NA. N.A. NA. N.A.
15. Orissa 15,887 4,330 1.84 5.17 622 15.08
16. Punjab 14,723 8,782 1.35 5.48 382 13.02
17. Rajasthan 19,546 9,202 1.85 3.61 6.46 11.37
18. Sikkim 1,339 827 149 5.08 7.54 27.08
19. Tamil Nadu 19,919 18,923 2.54 4.02 7.05 12.62
20. Tripura 3,951 1,242 16.20 3.38 4.07 13.85
21. Uuar Pradesh 56,501 22,878 1.07 3.08 4.63 8.31
22. West Bengal 27,181 14,734 095 3.61 621 10.78
Total 414,723 208,492 1.78 3.66 544 10.55

Note: N.A. refers 1o not available, either due to non-coverage in the survey or non-reporting of the survey information.
Source: Computed by the author based on the information in table 8.1 and 8.2 in NSSO ( 1990).
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in the household and who had actually stayed
there during a part of the enumeration period but
were not present at the time of enumeration; (iii)
those who were known to reside normally in the
household and who were not present at the time
of enumeration but were expected to return within
the period of enumeration; and (iv) visitors who
were present in the household at the time of
enumeration and who would be away from their
usual place of residence during the entire enu-
meration period. Second, the classification/defi-
nition of migrants is also different between census
and survey sources. For instance, according to
1961 census’ place of birth criterion, a person is
called amigrantif he/she was bornat a place other
than the place of enumeration. According to 1971
or 1981 census’ place of last residence criterion,
a person is called a migrant if his/her place of
previous residence was different from the place
of enumeration. In the 38th Round of NSS, a
normal resident member of a sample household
is treated as a migrant if the person’s villa-
ge/town/state of enumeration is different from
hisher last wusual place of residence
(village/town/state). The last usual place of resi-
dence was defined as a village/iown different
from the village/town of enumeration, where the
person had stayed continuously for at least six
months immediately prior to moving his resi-
dence to the place of enumeration. (This defini-
tion of last usual place of residence is not uniform
between NSS reports. For instance, in the 28th
Round from which in-migration and out-
migration rates are available for different states,
a person was considered a migrant if his/her
residence one year ago was different from the
place of enumeration). Thus, the NSS definition
of a migrant is different from the census defini-
tions based on place of birth and place of last
residence criterion,

Itis well known that migration data on place of
birth excludes information on last residence for
persons who make multiple moves. This limita-
tion is often attributed as a reason for marginal
increase in the number of migrants according to
place of last residence criterion over the place of
birth criterion, if the population has a greater
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possibility of experiencing frequent moves.
Consequently, migration according to place of
birth criterion isconsidered to be alowerestimate.

It is important to note that the coverage of
migration data in tables 1 and 2 shows that the
number of states is a variable between 1961 and
1981 census. During this period, 6 Union Terri-
tories (Himachal Pradesh, Manipur, Meghalaya,
Nagaland, Sikkim and Tripura) got statchood and
Haryana was administratively separated from
Punjab to become a separate state in the Indian
federation. In fact, the variability in number of
regions does not permit to making one-to-one
comparison of migration patterns of a state across
sources and over time. In order to avoid this
problem in my analysis below, I shall provide
available data on all migration patterns for 22
states as in 1981 census. Also, for simplicity of
comparison, the name of states as in 1981 census
will be used in all tables below. Accordingly,
Mysore will be replaced by Kamataka in all its
information relating to 1961 and 1971 censusand
Madras will be replaced by Tamil Nadu initsdata
relating to 1961 census.

3. Patterns of Inter-regional Migration

Itis often remarked {see, for instance, Skeldon,
1986, p. 775] that migration in India isbecoming
more urban oriented, female oriented, etc., based
on patterns of migration at the national level.
However, because of India’s subcontinental size,
there may exist diversities in migration patterns
with respect to different regions, sectors and
gender. Such diversities may contradict the con-
clusions based on spatially aggregated data. In
what follows, 1 analyse the patterns of
inter-regional migration in India in a step-wise
spatial disaggregation approach. To start with, 1
aggregate inter-regional migration in all durations
of residence and reasons for migration. This is a
classic example of cumulative migration data.
Next,I disaggregate inter-regional migrationonly
by different durations of residence. Finally, I
disaggregate migration by reasons for migration
in different durations of residence.
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3.1. Spatici Fatterns of Cumulative
Inter-regional Migration

To start with, I analyse the spatial patterns of
cumulative inter-regional migration from 1961 to
1981 based on the information summarised in
Table 4 through 6. The tables show that few states
have large absorption of total inter-regional
migration in the country. For instance, the share
of Bihar, Kamataka, Madhya Pradesh, Maha-
rashtra, Uttar Pradesh and West Bengal put
together was about 68 per cent in 1961, 56 per
cent in 1971 and 62 percent in 1981. The decline
in the share of these states in 1971 is contributed
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by redistribution of migration in favour of other
states, such as, Gujarat whose share had increased
from 3.94 per cent in 1961 to 14.3 per cent in
1971. On the other hand, the increase in the share
of these states in 1981 is attributable to the
increase in the absorption of Maharashtra from
16.82 per cent in 1971 to 21.06 per cent in 1981.
In addition, states like Andhra Pradesh, Tamil
Nadu, Rajasthan and the North Eastern States also
show an increasing trend over the censuses. Thus,
marked variations are observable in the spatial
distribution of inter-regional migration between
1961-81.

TABLE 4. SPATIAL PATTERNS OF CUMULATIVE INTER-REGIONAL MIGRATION IN INDIA: 1961 CENSUS

Spatial distribution of inter- Inter-regional migrants as a %
regional migrants (%) of intemal migrants
States/
Union Rural Urban Rural Urban
Territories Total Total
Males Females Males Females Males Females Males Females
1) @) %)) “) 5) ©6) )] ) ©) (10) 0]
1. Andhra Pradesh 4.05 5.66 327 4.85 4.35 3.79 305 1259 1043 5.10
2. Assam 10.03 3.67 199 0.92 365 2112 848 4599  25.51 16.70
3. Bihar 7.3 9.49 4.19 5.34 6.34 8.98 309 2365 1928 6.07
4. Gujarat 3.12 2.55 470 5.02 3.94 6.98 245 2206 13.97 7.96
5. Haryana N.A. N.A. NA. N.A. N.A. N.A. NA. N.A. N.A. N.A.
6. Himachal Pradesh* 1.15 0.86 0.18 0.20 053 21.07 901 4999 48.21 15.70
7. Jammu & Kashmir 0.35 0.24 0.16 0.26 0.24 5.26 209 1239  12.68 4.70
8. Kamataka 9.24 8.26 6.19 845 7.75 12.45 758 2882 23.67 13.81
9. Kerala 3.62 2.47 072 0.94 1.74 6.49 389 1107 7.62 5.59
10. Madhya Pradesh 12.17 13.60 876 1073 11.02 11.00 658 4069 30.49 12.62
11. Maharashtra 7.86 738 2698 2550 18.24 6.26 342 4028 2976 1533
12. Manipur* 0.17 0.10 0.04 0.03 0.08 8.60 414 4422 27126 7.33
13. Mcghalaya* N.A. N.A. NA. N.A. N.A. N.A. NA. NA N.A. N.A.
14. Nagaland* 0.22 0.04 0.06 0.02 0.08 33.51 1823 4888 1636 31.91
15. Orissa 3.16 3.74 1.56 1.91 2.47 8.29 317 2847 22.16 6.12
16. Punjab 496 8.18 410 4.19 5.30 11.26 828 2562 18.03 12.19
17. Rajasthan 5.69 8.89 226 3.49 4.82 16.82 782 2433 17.85 11.40
18. Sikkim* N.A. N.A. NA. N.A. N.A. N.A NA. NA. N.A. N.A.
19. Tamil Nadu 3.08 2.87 484 650 4.38 4.67 228 1491 11.12 6.48
20. Tripura* 0.39 0.21 0.04 0.05 0.15 11.59 731 4324 37.58 10.75
21. Uuar Pradesh 6.45 13.58 549 8.01 8.24 5.61 296 1569 14.00 5.12
22. West Bengal 16.9 8.19 2446 1359 16.68 22.96 560 5987 3691 22.99
Total 100.00 100.00 10000 10000 100.00 9.67 430 3059 2043 10.07
Notes:

1. Cumulative migration in this table refers to migration in all duration of residence and for all reasons.

2. All figures in this table exclude migrants who were unclassifiable in the census report.

3. N.A. refers to not available. In 1961, Haryana was not a state as it was only part of Punjab.
For Meghalaya and Sikkim no separate figures are available as they were clubbed under Frontier Agency.

4. Asterisk (*) refers to Union Temitory.
Source: Computed by the author based on the information in Census of India (1966).
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TABLE 5. SPATIAL PATTERNS OF CUMULATIVE INTER-REGIONAL MIGRATION IN INDIA: 1971 CENSUS

Spatial distribution of inter- Inter-regional migrants as 2 %
regional migrants (%) of internal migrants
States Rural Urban Rural Urben
Total Total
Males Females Males Females Males Females Males Females
1) ) (3) ) (5) (6) 7) (8) 9 (10) (11)
1. Andhra Pradesh 3.82 4.76 3.31 3.9 393 4.56 336 12.60 9.86 55
2. Assam 5.80 221 2.07 1.20 2.59 12.58 5.29 37.96 2428 11.46
3. Bihar 4.72 7.43 4.09 4.65 5.24 9.25 3.19 22.95 1821 6.24
4. Gujarat 9.50 16.19 9.97 14.31 12.57 2084 16.75 35.45 3332 23.58
. Haryana 6.28 847 2.70 3.66 5.14 40.86 23.15 48.55 43, 31.27
6. Himachal Pradesh 1.44 0.93 0.55 0.60 0.83 17.99 6.13 9.50 4263 13.06
7. Jammu & Kashmir 8.34 033 0.27 0.33 1.77 59.48 3.35 20.36 1875 29.16
8. Kamataka 6.86 6.56 5.24 6.17 6.10 1078 1.5 2.73 20.10 1243
9.Kerala 2.98 1.77 0.82 0.93 1.50 6.82 3.64 14.17 9.19 59
10. Madhya Pradesh 8.38 10.13 8.10 9.58 9.04 9.05 6.22 .59 219 1184
11. Maharashtra 5.79 540 21.72 23.98 16.82 6.89 3.85 39.58 30.57 17.97
2. Manipur 0.25 012 0.05 0.04 0.10 11.62 6.48 31.4 16.64 10.35
13. Meghalaga 0.55 025 033 0.25 0.33 13.70 13.50 61.56 5325 2192
14. Nagalan 0.30 0.07 0.31 0.08 0.19 32.83 19.28 74.53 44. 4348
15. Orissa 33 3.47 2.13 2.37 2.77 814 3.90 27.11 23.71 7.61
16. Punjab 3.04 3.67 3.25 3.59 3.40 1.57 837 32.74 2478 6.36
17. Rajasthan 5.26 745 2.54 3.66 4.62 15.79 7.62 23.93 19.16 1147
18. Sikkim 0.13 0.04 0.06 0.04 0.06 5110 24.10 .46 55.05 46.60
19. Tamil Nadu 2.87 2.73 5.08 5.97 424 4.64 2.64 14.22 1116 6.74
20. Tripura 0.37 0.17 0.07 0.08 0.15 947 5.80 .29 2543 9.35
21. Unar Pradesh 6.10 11.45 4.86 6.39 7.23 7144 3.53 16.34 13.84 588
22. West Bengal 13.88 6.40 16.47 8.20 11.37 22.54 597 55.30 29.47 20.27
Total 100.00 10000 100.00 100.00 100.00 9.69 5.60 30.09 22.19 1135
Notes:
1. Cumulative migration in this table refers to migration in all duration of residence and for all reasons. i
2. Sikkim got statehood in 1975. Thus, it is included as a state in migration tables of the 1971 census published in 1977.
Source: Computed by the author based on the information in Census of India (1977).
TABLE 6. SPATIAL PATTERNS OF CUMULATIVE INTER-REGIONAL MIGRATION IN INDIA: 1981 CENSUS
Spatial distribution of inter- Inter-regional migrants asa %
regional migrants (%) of internal migrants
Sutes Rural Urban Rural Urban
Total Total
Males Females Males Females Males Females Males  Females
8] )] 3) @) (5) 6) ) (8) (9) (10) (11)
1. Andhra Pradesh 294 4.45 5.08 5.41 4.32 3.81 3.14 15.51 13.17 513
2. Assam Al N.A. N.A. N.A. N.A. N.A. N.A. N.A. N.A. NA.
3. Bihar 434 7.49 4.25 4.80 549 9.93 3.28 271.53 18.81 558
4 Gujaral 5.60 3.77 6.07 573 508 1261 414 2141 1540 9.06
5. Haryana 512 7.74 435 5.59 5.97 39.29 22.24 54.38 47.87 30.89
6. Himachal Pradesh 0.68 0.71 1.53 1.11 0.93 11.57 499 46.4] 45.69 1220
7. Jammu & K ashmir 0.33 0.33 0.64 0.64 045 842 3.58 26.71 21.36 8.44
8. Karnataka 6.21 7.18 8.51 8.24 7.35 11.72 8.21 25.64 21.27 12.58
9. Kerala 1.64 1.34 2.58 2.23 1.83 457 2.61 17.25 12.29 5.36
10. Madhya Pradesh 888 11.44 8.77 9.81 9.92 12.20 7.29 28.42 24.56 1131
11. Maharashira 26.83 16.31 22.84 1933 21.06 19.97 8.88 29.77 23.80 16.13
12. Manipur 0.19 0.11 0.11 0.07 0.12 16.64 7.33 34.74 18.90 1298
13. Meghalaya 046 0.27 0.47 0.34 0.38 2043 19.48 48.82 47.58 26.21
14. Nagalan 049 0.18 0.37 0.20 030 3328 2110 4728 4224 3249
15. Orissa 361 4.08 2.74 2.38 3.38 11.55 5.01 27.63 3.64 834
16. Punjab 4.02 4.04 4.55 497 431 21.09 9.54 37.29 21.57 16.82
17. Rajasthan 417 8.05 5.08 6.26 607 1346 820 3071 264 1196
18. Sikkim 0.19 0.10 0.21 0.14 0.15 30.51 16.76 55.91 55.84 31.08
19. Tamil Nadu 243 2.76 7.05 1.57 437 4.87 290 14.01 12.10 6.46
- inpuna 0.17 0.12 0.26 0.22 0.18 6.99 4.66 24.81 20.50 9.05
21. Unar Pradesh 4.66 10.82 6.20 9.53 7.98 8.36 373 21.52 16. 6.07
22. West Bengal 17.04 8.70 8.34 5.46 10.37 32.57 1713 27.38 15.81 15.81
Total 10000 10000 10000 100.00 100.00 13.67 5.80 25.15 19.50 10.32

Notes:

1. Cumulative migration in this table refers to migration in all durations of residence and for all reasons.

2.N.A. refersto not available, since 1981 census could not be conducted in Assam. . .

Source: Computed by the suthor based on the information from the Migration Tables {D-3] in the Census of India (1988).
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In addition, the tablesalso show marked sectoral
patterns and its associated gender characteristics.
For instance, except for Gujarat, Maharashtra,
Tamil Nadu and West Bengal, all the remaining
states show (both for males and females) the
predominance of rural composition of inter-
regional migration in 1961. The same is true in
1971 as well, except for female migration in
Gujarat. But the patternisreversed in 1981 where
the predominanceof urbancomposition isevident
only in Andhra Pradesh, Kamataka, Kerala and
Himachal Pradesh. Thus, the nature of spatial
distribution of inter-regional migration is mainly
characterised by migration to rural sector during
the period.

Further, cumulative inter-regional migration as
a percentage of internal migration in the tables
show the significance of inter-regional migration
in the context of overall internal migration of
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different states, such as, Himachal Pradesh,
Maharashtra, West Bengal, Karnataka, Madhya
Pradesh, Nagaland, Tripura, Gujarat, Haryana,
etc. For all states, this percentage has increased
from 10.07 in 1961 to 11.35 in 1971 but has
declined to 10.32 in 1981. Whereas the increase
isattributable to overall increase in both male and
female migration to rural sector, the decline is
evident by the fall in the male migration to urban
sector. Nevertheless, in absolute terms, both male
and female migration (more particularly, the male
migration) to urban sector clearly dominates over
migration to rural sector, not only in all states but
also forall states put together. Thus, in the context
of India’s internal migration, inter-regional
migration is relatively an urban phenomenon and
predominantly a male phenomenon in both rural
and urban sectors.

TABLE 7. SPATIAL PATTERNS OF CUMULATIVE INTER-REGIONAL MIGRATION IN INDIA: 1961 CENSUS
SOME FURTHER INFORMATION ON SECTORAL AND GENDER CHARACTERISTICS

Male inter- Inter-regional Rural male Urban male Rural male Urban male
States/ regional migration to inter-regional  inter-regional  inter-regional  inter-regional
Union migration as  urban sectoras  migration as migration as migration as migration as
Territories a % of total a % of total a % of total a % of total a % of rural a % of urban
inter-regional  inter-regional  inter-regional  inter-regional  inter-regional  inter-regional
migration migration migration migration migration migration

(1) @) (3) @) (5) 6) 0]

1. Andhra Pradesh 43.40 49.73 16.97 2643 34.13 5257

2. Assam 69.30 75.44 50.11 19.20 66.42 7817

3. Bihar 44.32 58.69 21.02 23.29 35.82 5638

4. Gujarat 56.45 30.74 14.43 42.02 46.95 60.67

5. Haryana . NA. N.A. NA. NA. N.A. NA.

6. Himachal Pradesh* 5145 80.11 39.46 12.00 49.26 60.30

7. Jammu & Kashmir 50.50 52.90 21.03 23.47 511t 4983

8. Kamataka 49.89 48.55 2174 28.14 44.79 54.70

9. Kerala 52.64 73.78 38.01 14.63 51.52 55.80
10. Madhya Pradesh 48.12 51.20 20.14 2798 39.34 5733
11. Maharashtra 59.93 18.04 7.86 52.08 43.55 63.54
12. Manipur* 57.03 74.32 39.86 17.16 53.64 66.83
13. Meghalaya* NA. NA. NA. N.A. N.A. NA.
14. Nagaland* 83.79 65.42 5364 30.15 81.99 87.19
15. Orissa 4547 61.35 2328 22.18 37.95 5740
16. Punjab 4430 55.90 17.07 27.23 30.54 6175
17. Rajasthan 38.05 68.00 21.54 16.51 31.68 51.60
18. Sikkim* NA. N.A. NA. N.A. N.A. NA.
19. Tamil Nadu S1.75 2932 12.84 389 43.78 55.05
20. Tripura* 5746 82.23 47.18 10.29 51.37 5787
21. Urtar Pradesh 31776 55.76 14.29 23.47 25.63 53.04
22. West Bengal 7021 30.94 18.58 51.63 60.04 74.17
Total 5345 4341 18.24 3521 42.02 6222
Notes:

1. Cumulstive migration in this table refers to migration in all duration of residence and for all reasons.

2. All figures in this table exclude migrants who were unclassifiable in the census report.

3. N.A. refers tonot available. In 1961, Haryana was not a state as it was a only part of Punjab.

For Meghalaya and Sikkim no separate figures were available as they were clubbed under North-East Frontier Agency.

4. Asterisk (*) refers to Union Territory.

Source: Computed by the author based on the information in Census of India (1966).
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TABLE 8. SPATIAL PATTERNS OF CUMULATIVE INTER-REGIONAL MIGRATION IN INDIA: 1971 CENSUS
SOME FURTHER INFORMATION ON SECTORAL AND GENDER CHARACTERISTICS
Male inter-  Inter-regional ~ Rural male Urban male Rural male Urban male
States regional migrationto  inter-regional inter-regional inter-regional inter-regional
migrationas urban sector as migration as  migraticn as  rigraionas  migrauon as
a % of total a % of total a % of total a%oftotal a%ofrural  a % of urban
inter-regional  inter-regional inter-regional inter-regional inter-regional inter-regional
migration migration migration migration migration migration
(1) 2) 3) 4 (5) 6) )
1. Andhra Pradesh 4445 50.48 17.67 26.77 35.01 54.07
2. Assam 66.23 63.91 40.79 25.45 63.81 70.51
3. Bihar 41.16 54.84 16.36 24.80 29.83 54.92
4. Gujarat 38.95 48.68 13.74 25.21 2821 49.13
5. Haryana 3893 66.95 22.23 16.70 3320 50.54
6. Himachal Pradesh 52.99 62.18 31.70 21.28 50.99 56.26
7. Jammu & Kashmir 90.58 90.83 85.74 4.85 94.39 52.88
8. Karnataka 4771 49.54 20.41 27.30 4120 54.11
9. Kerala 53.70 68.31 36.21 17.49 53.01 55.20
10. Madhya Pradesh 4532 47.23 16.84 28.48 35.66 53.96
{1. Maharashtra 5861 14.97 6.26 52.35 41.80 61.57
12. Manipur 5971 75.15 43,55 16.16 5795 65.04
13. Meghalaya 61.86 51.40 30.46 31.40 59.26 64.61
14. Nagaland 79.91 38.29 28.42 51.49 7421 83.45
15. Orissa 46.34 55.90 21.90 24.44 39.18 55.43
16. Punjab 4658 45.49 16.24 30.34 35.70 55.66
17. Rajasthan 38.12 64.38 20.66 17.47 32.08 49.04
18. Sikkim 69.32 52.48 36.90 32.482 7031 68.23
19. Tamil Nadu 50.31 29.76 12.30 38.01 4134 54.12
20. Tripura 5175 72.83 4323 14.52 59.36 53.44
21. Uuar Pradesh 3672 58.34 15.33 21.39 2628 51.34
22. West Bengal 68.21 37.45 22.18 46.03 59.23 13.59
Total 49.95 45.30 18.17 31.78 40.12 58.10
Notes:

1. Cumulative migration in this table refers to migration in all duration of residence and for all reasons.
2. Sikkim got statehood in 1975. Thus, it was included as a state in migration tables of the 1971 census, published in 1977.
Source: Computed by the author based on the information in Census of India (1977).

Table 7 through 9 present further characteristics
of cumulative inter-regional migration. First,
rural (or, alternatively urban) migration as a
percentage of total inter-regional shows an
increasing (or declining) trend in most of the
states like Andhra Pradesh, Kamataka, Uttar
Pradesh, West Bengal, etc. and a declining (or
Increasing) trend in states like Kerala, Himachal
Pradesh, etc. However, states like Bihar, Madhya
Pradesh, Maharashtra, etc., show mixed or fluc-
tuating trends. Second, on the whole, male
migration as a percentage of total inter-regional
migration has declined from 53.45 per cent in
1961 to 49.95 per cent in 1971 and to 46.62 per
cent in 1981. Thisdecline is common for different
states except for Gujarat and Kerala. Further, in
only about 10 states, male composition of total
Inter-regional migration had a share of more than
50 per cent. Alternatively, these declining trends
and lesser significance of male migration show

the increasing trend of female migration in the
total inter-regional migration during the same
period. This trend is also evident in the tables by
the lower proportion of male migration to rural
(urban) sector in the total inter-regional migra-
tion. v

Interestingly, the gender characteristics of
inter-regional migration above are reversed if sex
composition within the migration to urban and
rural sectors are separately identified. This is
evident is the tables 7-9 by the higher proportion
of male inter-regional migration in the rural (ur-
ban) destinations in each state and for all states as
compared to the male migration in the total
inter-regional migration. This underlines the
significance of male migration within the rural
and urban sectoral migration and, thereby,
reverses the characteristics of inter-regional
migration at the sectoral level of aggregation.
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TABLE 9. SPATIAL PATTERNS OF CUMULATIVE INTER-REGIONAL MIGRATION IN INDIA: 1981 CENSUS
SOME FURTHER INFORMATION ON SECTORAL AND GENDER CHARACTERISTICS
Maile inter-  Inter-regional  Rural male Urban male  Ruraimale  Urban male
Slates regional migration to  inter-regional  inter-regional  inter-regional  inter-regional
migration a8 urban sector as migraionas  migration as  migralionas  migration as
a % of total a % of total a % of total a%oftotal a% of rural  a % of urban
inter-regional inter-regional inter-regional inter-regional  inter-regional inter-regional
migration migration migration migration migration migration
(1) ) 3) 4) (5) ©) (@)
1. Andhra Pradesh 40.81 54.51 19.20 21.60 3523 47.49
2. Assam N.A. N.A. N.A. N.A. NA. N.A.
3. Bihar 36.54 69.10 2232 14.23 3230 46.04
4. Gujarat 53.07 56.55 3111 21.96 55.02 50.53
5. Haryana 37.61 68.72 24.21 13.40 3523 42.83
6. Himachal Pradesh 50.91 46.81 20.54 30.38 43.87 57.11
7. Jammu & Kashmir 47.47 46.44 21.16 26.30 45.57 49.11
8. Kamataka 45.13 57.32 23.83 21.29 41.58 49.89
9. Kerala 51.44 50.70 25.43 26.01 50.16 52.75
10. Madhya Pradesh 41.54 64.86 25.28 16.27 3897 46.28
11. Maharashtra 55.92 62.54 35.97 19.95 57.51 53.25
12. Manipur 59.32 73.26 43.53 15.78 59.42 59.03
13. Meghalaya 57.85 59.66 34.80 23.05 5833 57.13
14. Nagaland 67.37 65.34 45.17 22.21 69.13 64.06
15. Orissa 45.11 71.62 30.16 14.95 42.11 52.68
16. Punjab 45.79 58.53 26.34 19.45 45.00 46.91
17. Rajasthan 34.78 6491 19.39 15.39 29.88 43.85
18. Sikkim 60.87 56.62 34.86 26.01 61.57 59.96
19. Tamil Nadu 45.35 3731 15.69 29.66 4204 47.31
20. Tripura 53.11 49.95 26.32 26.79 52.69 53.53
21. Unar Pradesh 30.75 62.95 16.48 14.28 26.18 38.53
22. West Bengal 61.17 75.18 46.39 14.78 61.71 59.55
Total 46.62 62.53 28.23 18.39 45.14 49.08
Notes:

1. Cumulative migration in this table refers to migration in all durations of residence and for all reasons.
2.N.A. refers to not available, since 1981 census could not be conducted in Assam.
Source: Computed by the author based on the information from the Migration Tables [D-3] in Census of India (1988).

3.2. Spatial Patterns of [nter-regional Migration
by Duration of Residence

Table 10 through 12 summarise the spatial
patterns of inter-regional migration by duration
of residence from the census of 1961, 1971 and
1981 respectively. Table 13 provides data on the
patterns from the 38th Round of National Sample
Survey in 1983.

Between censuses, it is evident that only 1961
and 1971 censuses have comparable durations of
residence and these two censuses are comparable
with the 1981 census data only with regard to
duration of residence of less than one year and
less than nine years. In addition, the survey data
is comparable with the 1981 census only with

regard to duration of residence of less than one
year.

From the tables above, the following important
patterns are observable. First, migration in dura-
tion of residence of less than one year (or one-four
years) is relatively less (or more) as compared to
migration in other durations of residence. This
pattern iscommon in migration to ruraland urban
areas and for both male and female migration,
although in general male migration clearly
dominates over female migration. If migration in
duration of residence of one-four yearsis a proxy
for medium term migration, then spatial patierns
of inter-regional migration may be characterised
predominantly by medium term migration. Sec-
ond, there has been a decline in the migration of
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TABLE 11. SPATIAL PATTERNS OF INTER-R EGIONAL MIGRATION BY DURATION OF RESIDENCE IN INDIA: 1571 CENSUS

Number of migrants in duration of Number of migrants in duration of Number of
residence of less than one year as a residence of one-nine years as a migrants in
% of total inter-regional migrants % of total inter-regional migrants duration of res-
idence of less
than nine
States Rural Urban Rural Urban years as a %
Total Total of total
Males Fema- Males Fema- Males Fema- Males Fema- inter-regional
les les les les migrants
) 2 @& @& 6 © o @ O a0 an (12)
1. Andhra Pradesh 18.90 980 1478 993 1277 4462 34.52 4616 4510 41.83 54.59
2. Assam 2151 315 569 266 696 6388 20.76 30.65 1609 29.97 36.93
3. Rihar 19.64 463 634 4.8 755 4042 3064 4331 4181 37.66 4521
4. Gujarat 2396 859 841 652 1012 4333 32.07 3850 3746 36.65 46.76
5. Haryana 21.18 937 1209 875 1235 3726 30.11 5153 4657 37.97 5032
6. Himachal Pradesh  33.20 1569 1642 17.63 21.72° 4072 34.11 5835 5371 44.60 66.32
7. Jasmu & Kashmir 291 17.77 22.82 19.56 535 397 27.11 5371 5040 9.57 14.92
8. Karnataka 20.16 1011 1034 7.04 11.52 4486 3773 4077 3936 40.39 51.91
9. Kerala 16.18 989 1861 11.51 1392 4591 4746 46.86 4653 46.66 60.58
10. Madhya Pradesh 2237 1221 978 6.16 11.76 3672 29.27 39.06 4073 36.10 47.36
11. Maharashtra 2423 1317 495 456 675 4575 37.66 37.68 39.03 38.62 45.37
12. Manipur 13.29 442 548 495 850 5419 4339 51.63 4558 49.62 58.12
13. Meghalaya 8.16 551 981 9.06 828 4406 4601 51.25 5286 4824 56.52
14. Nagaland 16.90 1208 1628 6.82 1507 6143 7030 59.78 6812 6214 77.21
15. Orissa 1558 970 866 8.10 1042 4202 33.77 52.52 5386 44.11 54.53
16. Punjab 25.32 1069 1585 13.15 1523 4241 3340 49.94 4719 4321 58.44
17. Rajasthan 2234 924 1751 1058 1363 33.13 3162 4529 4229 3625 49.89
18. Sikkim 009 002 023 009 008 153 030 1.18 061 077 0385
19. Tamil Nadu 998 568 791 6.67 738 5337 4558 44.50 4479 4587 53.25
20. Tripura 22.17 1440 1610 11.63 17.66 5016 51.35 52.63 5669 5170 69.36
21. Uttar Pradesh 2298 777 1439 872 1171 4079 2931 4534 4184 37.04 48.75
22. West Bengal 435 251 262 340 3.12 4422 3558 31.21 3547 3547 38.58
Total 16.40 801 761 630 898 37.83 3031 3865 3862 3615 45.13
Notes:

1. Cumnulative migration in this table refers to migration in all duration of residence and for all reasons.
2. Sikkim got statehood in 1975. Thus, it was included as a state in the migration tables of the 1971 census, published in the

year 1977.

Source: Computed by the author based on the information in Census of India (1977).

less than one year duration of residence as a
percentage of inter-regional migration of all
durations of residence in all the censuses. In the
same way, migration of less than nine years of
residence shows a consistent decline from 1961
to 1971. These general decline are also relevant
for migration in duration of residence of one-four
years and five-nine years in 1961 and 1981 cen-
suses and for migration of male and female
migration to rural and urban sectors.

The survey data in table 13 exhibit few quali-
tative similarities and differences with the 1981
census data. For instance, the predominance of
male migration over female migration in all the

durations of residence, greater (lesser) volume of
migration in duration of residence of less than five
(one) years (year), etc., are evident in both the
survey data and census data. As compared (O
survey results, the percentage of inter-regional
migration in duration of residence of less than one
year is smallerin 1981 census, except for female
migration to urban sector where the percentages
are almost the same.

Thus, the spatial patterns of inter-regional
migration by durations of residence are also
marked by wide variations in sectoral and gender
characteristics.
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TABLE 13. SPATIAL PATTERNS OF INTER-REGIONAL MIGRATION BY DURATION OF
RESIDENCE: 38TH ROUND OF THE NS, 1983
Migrants of last one year of residence Migrants of last five years of residence
States Rural Urban Rural Urban
Males  Females Males Females Males Females Males Females
(1) 2) 3) 4) 5) 6) ) ) ©)
1. Andhra Pradesh 373 3.81 3.82 3.19 6.04 4.32 5.57 4.59
2. Assam 852 4.85 3.99 2.80 5.65 3.19 845 298
3. Bihar 937 5.44 8.10 893 11.73 17.17 8.54 16.38
4. Gujarat 295 NR. 1.87 1.11 18.84 14.32 19.98 1472
5. Haryana 35.65 23.86 30.60 15.66 34.38 18.98 32.19 23.64
6. Himachal Pradesh 1295 4.83 20.92 4.44 2110 21.21 18.30 16.76
7. Jammu & Kashmir 19.73 7.19 20.03 2.99 33.60 30.61 2421 20.76
8. Kamataka 822 711 11.42 6.65 20.64 20.46 20.44 2109
9. Kerala 1513 6.38 12.83 524 9.94 7.26 15.13 7.81
10. Madhya Pradesh 17.24 11.06 8.59 6.66 10.57 11.89 1839 16.46
11. Maharashtra 8.21 4.03 7.62 4.34 19.62 16.44 23.01 18.17
12. Manipur NR. NR. N.R. N.R. NR. N.R. NR. NR.
13. Meghalaya 2237 NR. 32.53 50.60 52.40 50.60 5691 51.46
14. Nagaland NR. NC. N.C. N.C. NR. N.R. NR. NR.
15. Onssa 8.09 3.57 6.44 255 7.66 7.06 7.09 1.67
16. Punjab 35.58 12.47 24.31 7.41 56.35 47.14 51.44 38.30
17. Rajasthan 26.00 11.33 18.21 945 19.03 14.75 1342 12.03
18. Sikkim 52.42 NR. T2.58 15.87 3279 19.27 60.99 59.97
19. Tamil Nadu 798 5.16 5.98 4.20 12.28 9.89 11.18 9.02
20. Tripura 17.28 NR. 10.66 3.75 6.61 6.90 8.41 493
21. Unar Pradesh 30.58 8.76 20.08 4.87 29.93 23.93 20.90 15.59
22. West Bengal 6.78 6.64 6.87 4.06 29.61 17.55 29.92 16.49
Total 13.59 1.55 10.87 5.67 23.14 18.29 2235 17.50

Note: NC refers to not covered in the survey. NR refers to not reported as the number of sample migrants was less than 20.

Source: Table 8.1 and 8.2 in NSSO (1990).

3.3. Spatial Patterns of Inter-regional Migration
by Durations of Residence and by Reasons for
Migration

The 1981 census uniquely provides detailed
information on four important reasons [employ-
ment, education, family moved and marriage] for
inter-regional migration by different durations of
residence. Tables 14, 15 and 16 provide infor-
mation on spatial patterns by these reasons for
inter-regional migration in duration of residence
of less than one year, one-four years and five-nine
years, respectively.

The four reasons above together account for
69.12 per cent of inter-regional migration in less
than one year of residence, 84.95 per cent in
one-four years of residence and 86.37 per cent in
five-nine years of residence. Thus, relatively
speaking, medium term migration as well as long
term migration may be said to be mostly driven
by the four reasons above. Of the four reasons,
employment and family moved are the major

influencing ones and education is the least
important one, for migration in all durations of
residence to urban/ rural destinations in different
states. On the other hand, in all durations of res-
idence, gender characteristics are particularly
evident in different reasons for migration. For
instance, employment and educational reasons
have a dominant influence on male migration and
marital reason has a decisive influence on female
migration to both rural and urban areas. Surpris-
ingly, migration due to family moved reason is
higher as compared to other reasons for migration
1o both rural and urban areas and considerably
higher for both males and females. Since migrants
for this reason are invariably dependents, the
higher male component underlines that women
arenotnecessarily the only dependentsalong with
migrating persons.

It is interesting to note that the analysis of rea-
sons for migration above based on all-states
average would remain qualitatively the same for
most of the individual states as well. Thus, the
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reasons for migration and the reasons for different
durations of migration do not significantly vary
across states and over time.

4. Concluding Remarks and Implications

Inter-regional migration in India is a dynamic
process occurring in time and space and has
distinctive patterns between regions, sectors and
gender. A detailed analysis of its datasources and
observed patterns adds the following insights.

1. The cross-section migration data by duration
of residence in India provide rich information on
temporal distribution of migration between dif-
ferent regions (or states) and for alternative pat-
terns of migration. However, of all the available
sources, 1981 census provides the most
comprehensive and latest information. Due to
different classifications, characteristics, dura-
tions of residence, etc., no two sources seem to
be strictly comparable. Nevertheless, this paper
has singled out the broad patterns of migration
that are comparable between different sources.
This comparison establishes continuity between
different sources over time,

2. There exists distinctive spatial patterns of
inter-regional migration during the census period
1961-81. This implies that aggregation of dif-
ferent patterns of migration in time and space may
not be valid. This fact justifies a disaggregate
approach to studies on inter-regional migration in
India.

3. Surprisingly, the observed patterns of
migration are mostly driven by the same major
reasons for migration (i.c., employment, educa-
tion, family moved and marriage) across states
and over time. Thus, different patterns of
inter-regional migration in India will only
respond differently for a given set of reasons.
From the analytical viewpoint, this implies that
one may model migration as being influenced by
acommon set of factors and estimate the differ-
ential propensities of migration to these factors.

It might be added here that, in reality,
employment and education are the manifestation
of various policy and non-policy changes that
influence them directly or indirectly. In the same
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way, family moved and marriage are the mani-
festation of various social and institutional factors
that influence them. For instance, employment
level inaregion may be the outcome of favourable
natural resource endowment, public incentive
policy for production and marketing, market
wage rates, etc. This implies that one has to
identify these factors which make upemployment
as a reason for migration and estimate the beha-
vioural response to them by each pattem of
migration. Such estimates will add additional
insights into the factors which can encour-
age/discourage the pattern of migration and
thereby, if controllable, aid policy makers in
being their instruments.

5. Throughout my analysis, the one-to-one
comparison of figures between censuses (e.g.,
migration in duration of residence of less than one
year in 1961 and 1981 census) was totally inde-
pendent of any of their underlying pure demo-
graphic changes, such as, changes in fertility,
mortality, etc. This limitation can be avoided by
adopting a cohort-migration (e.g., age-cohort
migration) approach which can possibly incor-
porate the impact of changes in pure demographic
factors (e.g., through survival techniques) on the
migration between time periods.

The implications above may serve as factual
bases for a realistic design of empirical studies on
determinants of spatio-temporal patterns of
inter-regional migration in India.?

FOOTNOTES

1. In general, population registration system is also an
important source of migration data in countries like Japan. In
India, the population (sample) registration systern does only
accounts for vital statistics but not anything on migration.
Secondly, in principle, population growth surveys (eg..
national family health/fertility surveys) should also be an
important source of individual data on inter-regional migra-
tion in India. However, in practice, such studies accord top
(orlow) priority to fertility and monality (ormigration)as the
determinants (or determinant) of population changes. Thus,
these sdies are notorious for assessing only birth and death
rates, to the complete exclusion of population movement
[Goldstein and Goldstein, 1981, p. 14].

2. More recent survey data on migration is available from
the 43rd Round of the NSS during 1987-88 in NSSO [1992].

3. For an early study on determinants of inter-regional
migration by durations of residence, seec Greenwood {1971]).
Foran excelient summary of intemal migration in developing
countries, see Todaro {1976].
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EMPLOYMENT GROWTH IN MODERN
SMALL SCALE INDUSTRIES IN INDIA

Bishwanath Goldar

Analysing employment growth in modern small scale industries in India for the period 1972 to
1987-88, the paper finds that employment growth in the small scale sector was rapid and much faster
than that in the large scale sector. Bulk of the employment increase took place in units very small in
size and in industries other than chemicals and engineering. Employment per unit fell markedly.
Productivity grew significantly, but real wages declined. In terms of employment growth in small
and medium industries, India performed worse than Korea, Indonesia, Malaysia and the Philippines.

1. Introduction

The importance of small scale industries as a
means of achieving the objective of employment
generation has always been recognized in Indian
planning.! The First Five Year Plan (1951-55)
document stressed the need for a proper devel-
opment of small scale industries in the country.
To this end, aconcept of common production plan
(of different industries) was employed for
reserving certain spheres of production for small
scale units, for regulating capacity expansion of
large units and for imposing a cess on large units
where necessary. In the Second Five Year Plan
(1956-61), under the influence of the then Prime
Minister, Pandit Jawahartal Nehru and his close
adviser, P.C. Mahalanobis, the main focus wason
heavy and machine building industries. It was
recognized, however, that these industries being
highly capital intensive, the scope of employment
generation was limited. To counter- balance the
highly capital intensive and producer-good ori-
ented industrialization drive, the Mahalanobis
model kept a place for small and household
industries, which were supposed to supply the
increased demand for consumer goods with very
little investment but greatly increased employ-
ment.

By the beginning of the Second Five Year Plan,
the main administrative framework for the gov-
emment encouragement for both traditional and
modem small scaleenterprises wasinplace. Also,
the policy for the promotion of small scale
industries was established, which has held ever
since. Some of the components of this policy are
protectionof small scale enterprises by taxing and
banning medium and large scale enterprises
which compete with them, direct subsidization of
small scale enterprises, tax exemptions to such

units and preferential treatment of small scale.
units in government purchases.?

In the late 1970s, the government’s efforts for
promotion of small scale enterprises received a
major boost.” A significant increase was made in
the number of items reserved for the small scale
sector. Powerful encouragement to small scale
enterprises was given by exempting them from
excise duties or by reducing the tax rates,
depending on production level. Special attention
was paid to ‘tiny’ sector, i.e., small scale units
with investment in plant and machinery up to
Rs 100 thousand and sitwated in towns with
population less than 50,000. A major step taken
for the promotion of small scale industry was the
District Industries Centre Programme. Under this
programme, District Industries Centres were set
up in each district all over the country with a view
to provide under a single roof, all services and
support assistance required by small scale entre-
preneurs.*

Since a good deal of effort has been made in the
past for the promotion of small scale industries in
India primarily with a view to generate employ-
ment, it is important to study how far the small
scale sector has been successful in creating new
job opportunities. This requires an examination
of the extent and pattern of employment growth
in small scale industries, especially in the period
after the late 1970s when promotional efforts
became stronger.

Within the small scale sector, one can distin-
guish between the traditional sector (which
includes handlooms and handicrafts) and the
modem sector.’ There is in general a paucity of
dataon the small scale sector. This ismore serious
in the case of traditional small scale industries,
which are known to be larger in terms of
employment compared to the modem small scale

Bishwanath Goldar is Reader, Institute of Economic Growth, Delhi.

Thisis a shorter version of a paper which I prepared while I was a Visiting Research Fellow at the Institute of Developing
Economies, Tokyo. I gratefully acknowledge the support provided for this research work by the Intemational Exchanges
Department of the IDE. I am especially thankful to Mr. Koji Yamazaki for his suggestions and cornments on the paper.
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industry.® There is an impression that the tradi-
tional small scale industries have been growing
slowly,’ while the modem small scale sector has
achieved a rapid growth in terms of number of
units, production level and employment. In this
paper, weconfine our attention only to the modem
small scale sector and in the discussion that fol-
lows we shall use the phrase small scale industry
1o refer to only the modem small scale industry.

An all-India census of modem small scale units®
wasundertaken by Small Industries Development
Organization (SIDO) in 1973-74, The reference
year of the census was 1972. Data were collected
on production, capacity, employment, capital,
outstanding loans, etc. The fieldwork started with
a frame of 258 thousand units and data were
tabulated for about 140 thousand units. Nearly
100 thousand units (about 38 per cent of the units
in the frame) were found to be closed or non-
traceable.

Recently, there has been another all-India
census of modern small scale units,” undertaken
by the Office of the Development Commissioner,
Small Scale Industries (Government of India).
The reference period of the census was 1987-88.
The number of units in the frame was 987 thou-
sand, outof which 57 thousand could not be traced
and 305 thousand were found to be closed. For
working units, data were collected on production,
capacity, employment, investment, etc., using
definitions similar to those used in the previous
census. Data were tabulated for 582 thousand
working units. Information was collected also for
closed units (say, regarding the reasons for their
closure) and this information was tabulated for
305 thousand units.

TheReports on the first and the second all-India
census of modern small scale units are the basic
source of data for the present study.”® We also
make use of Annual Survey of Industries (ASI)
(Central Statistical Organization, Government of
India), which is the prime source of data on
organized industry in India. The period covered
for the analysis is 1972 to 1987-88, covering
roughly the last two decades.

While the main focus of the study is on the
extent and pattern of employment growth in the
small scale sector in India, for a proper appreci-
ation of India’s achievements it is important to
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make a comparison with othercountries. Keeping
this in view, we make a comparison of India’s
experience with the experiences of some other
Asian developing countries and of Japan.

The organization of this paper is as follows. In
Sections 2 through 6, we present our analysis of
employment growth in the modern small scale
sector in India. Section 2 deals with the rate of
growth of employment in small, medium and
large scale industries in India. Section 3 looks into
the changes in the average size of small scale units
in terms of employment. Section 4 analyses the
inter-industry pattern of employment growth in
the small scale sector. In Section 5, similar
analysis is carried out at a disaggregated level for
20 important industries. In Section 6, correlation
analysis is applied with a view to identify some
of the factors influencing inter-industry differ-
ences in employment growth rates. In Section 7,
the experience of India in terms of employment
growth in small and medium scale industry is
compared with the experiences of some other
Asian developing countries and Japan. Finally, in
Section 8, some concluding remarks are made
based on the study.

2. Employment Growth

Table 1 presents a comparison of growth rates
of the number of units and employment among
small, medium and large scale industries in India
in the period 1972 to 1987-88. The computations
for the small scale industry are based on the two
censuses mentioned above. For large scale
industry and for organized small and medium
scale industry, ASI data have been used. Since
ASI data are not available for 1972-73, the ASI
results for 1973-74 and 1987-88 have been used
to compute the growthrates. Organized small and
medium scale industry is defined as comprising
units registered as "factories” and employing 10
to 99 persons. Large scale industry is defined as
comprising factories employing 100 persons or
more."! Within the organized small and medium
scale industry, we are able to make a distinction
between units employing up to 49 persons and
units employing 50 to 99 persons.
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TABLE 1. GROWTH OF SMALL. MEDIUM AND LARGE SCALE INDUSTRY IN INDIA: 1972 TO 1987.88
1972* 1987-88 Growth nte

(per cent per annum)
Small scale indust, units # 140 582 996
i empimt # 1,653 3,666 545
Organised small & medium scale industry units 56 91 352
empimt 1,315 2,143 355
- employing 10-49 units 49 80 3.49
emplmt 837 1,352 348
- employing 50-99 units 7 12 376
empimt 417 791 368
Large scale industry units 8 11 261
emplmt 4,505 5642 162

* For large scale industry and for organised small and medium scale industry, data for 1972 are not available. Therefore, data

for 1973-74 have been used.

# Both number of units and employment are in 000 numbers.

Note: Large scale industry includes factories employing 100 or more persons. Organised small and medium scale industry
includes units registered as "factories” and employing 10 to 99 persons.

Itis seen from the table that the number of small
scalé units has grown rapidly in the period 1972
to 1987-88. The rate of growth was nearly 10 per
cent per annum. In 15 years time, the number of
working small scale units has increased by about
440 thousand. The growth in employment has
also been rapid, at the rate of 545 per cent per
annum. Between 1972 and 1987-88, about 2
million additional jobs have been created in the
small scale sector. By contrast, the growth has
been relatively slower in the organized small and
medium scale industry. Both the number of units
and employment have grown at the rate of about
3.5 per cent per annum. Of the two million new
jobs created in the small scale industry in the
period under study, about a quarter million was
in the organized small scale industry, i.e., the
small scale units registered as factories.'* The
growth has been relatively much slower in large
scale industry. The number of units has increased
at the rate of 2.61 per cent per annum while
employment has grown at the rate of 1.62 percent
per annum. Though the growth rate of employ-
ment in large scale industry has been slow, in
terms of absolute increase in jobs created the
figure is not small. Between 1973-74 and
1987-88, large scale industry has provided
employment toan additional one million persons.
A sizeable part of this increase has taken place in
the public sector units,

Due to differences in the growth rates of
employment in small and large scale industries,
there hasbeen a significantchange in the structure

of industrial employment. While in the early
1970s, the levels of employment in small and
large scale industries were in the ratio 1:3, this
ratio changed by the late 1980s to 2:3.

It should be noted here that the official defini-
tion of small scale industry has undergone
changes over the years. In 1972, the investment
limit in plant and machinery (original value) for
being a small scale unit was Rs 0.75 million. In
1987-88, the investment limit in plant and
machinery for small scale units was Rs 3.5 mil-
lion. This is mostly a reflection of the increase in
prices of machinery. The price index of
machinery in 1987-88 was nearly three times
higher than that in 1972. However, it cannot be
denied that, over the years, there has been an
upward revision in the definition adopted for
small scale industry, because of which the cov-
erage of small scale industry has enlarged. This
may have caused some over-estimation of the
growth of employment in small scale industry. It
seems, however, that the over-estimation of
employment growth in small scale industry
caused by the raising of the investment limit is
not serious, since an examination of the size
distribution of small scale units for 1987-88
reveals thatunitshaving plant and machinery over
Rs 2 million in that year constituted a very small
part of the small scale industry.

Another point to be noted here is that the
industrial coverage of the second census of small
scale units was larger than that of the first census.
Thus, Rice milling, Flour milling, Dal milling,
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0il milling and Manufacture of Bidi are some of
the industries which were brought under the
purview of the SIDO after the first census (and
therefore gotcovered in the second census but not
in the first). The value of production of such
industries was Rs 49,260 million in 1987-88,
which constituted 11 per cent of the total value of
production of small scale industry (modern)
reported in the census. Based on the results of the
two censuses, the growth rate of production (at
constant prices) is found to be 11.62 per cent per
annum. If one excludes Rice milling and other
such industries which were not covered in the first
census, the growth rate is found to be 10.71 per
centper annum. Evidently, such correctionof data
will also reduce the estimated growth rate of
employment in small scale industry (probably by
half a percentage point).

The up-shot of the above discussion is that
during the period 1972 to 1987-88 the small scale
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industry in India grew rapidly and made a sig-
nificant contribution to employment generation
in India.

3. Average Unit Size

One interesting development in the Indian small
scale sector is that the average size of small scale
units in terms of employment has gone down
substantially. This may be seen from Table 2. At
the aggregate level, the average size has declined
from 12 employees per unit to 6 employees per
unit between 1972 and 1987-88. This pattern has
been quite widespread. Thus, when contparisons
are made industry by industry, one finds a marked
fall in the average size in most cases. One major
exception is Chemicals. In this industry, the
average size declined only marginally from 13 to
12 employees. The decline in average size has
been small also in the case of electrical and
electronic products, from 15 to 11 employees.

TABLE 2. CHANGES IN THE AVERAGE SI1ZE OF EMPLOYMENT IN SMALL SCALE UNTTS IN INDIA: 1972 TO 198788

Average size (numbers)
Industry

19712 1987-88
Food products 20 5
Hosiery and readymade garments ! 5
Wood products 8 4
Paper products & printing 11 36
Leather and leather products 6 3
Rubber and plastic products 1l 7
Chemicals 13 12
Basic metal industries 2 14
Metal products 9 6
Machinery and pans 1 7
Electrical and electronic products 15 11
Transport equipment 14 9
Other industries & services 15 » 6
All industries 12 6

Source : Sandesan (1993).

Another way of looking at this development is
10 consider the increases in the number of small
scale units according to various employment size
classes. This is shown in Table 3. It is seen from
the table that the number of units in the employ-
ment size classes 1-4 and 5-9 has increased much
faster than that in the higher size classes. The
Increase in the number of units in the employment
Size class 1-4 has been very rapid. As aresult, the

proportion of units in this size class has increased
from 34 per centin 1972 10 65 per centin 1987-88.
Out of the 442 thousand additional working small
scale unit in the second census (1987-88) com-
pared to the first census (1972), 328 thousand
units belong to this size class. Evidently, most of
the new units have been of relatively smaller size
and this has brought down the average size of
small scale units in various industries.
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TABLE 3. GROWTH IN NUMBER OF UNITS BY EMPLOYMENT SIZE CLASS SMALL SCALE INDUSTRY IN INDIA: 1972 & 1987-88

Employment size class Number of units Ratio
1972 1987-88
(1) (2) 3) 3YQ)
1-4 47,764 3,75,828 7.87
59 50,416 1,35,577 2.69
10-49 36,865 64,114 1.74
50-99 3,039 4,733 1.56
100 & above 1,493 2,116 142
Total 1,39,577 5,82,368 417

Note: Computed from the results of the First and the Second Census of Small Scale Units.

Our finding of a marked decline in employment
per unitin the Indian small scale industry (almost
across the board) is quite remarkable. This phe-
nomenon requires aclose cxamination. However,
the data which are readily available are
inadequate for this purpose. An attempt is made
here, nevertheless, to provide some tentative
explanation.

It should be noted that in terms of value of
production and value added (both at constant
prices) there has been no marked decline in the
average size of small scale units. Rather, the value
ofproduction per unit at 1972 prices has increased
from about Rs 186 thousand in 1972 to about Rs
232 thousand in 1987-88. In regard to value added
per unit at 1972 prices there has been only a slight
decline in this period from Rs 60 thousand to Rs
55 thousand. Again, in terms of fixed capital stock
per unit at constant prices, there has been only a
slight decline.

It would be useful 10 consider in this context the
trends in productivity and capital intensity of
small scale industry in India at the aggregate level
during the period 1972 to 1987-88. There hasbeen
asignificant increase in labour productivity at the
rate of 3.73 p® cent per annum. There has been
a marginal increase in capital productivity. Total
factor productivity'® has grown at the rate of 1.29
per cent per annum. The ratio of fixed capital (at
constant prices) to labour has increased at the raie
of 3.42 per cent per annum.

Censidering the trends in productivity and
capital intensity, it seems that the observed phe-
nomenon of declining employment per unit in the
Indian small scale industry can be explained in
part by the growing efficiency and increasing
mechanization in production in small scale units.

It should be noted further that since the late 1970s
the small industry policy inIndia has laid special
emphasis on tiny units. The various self-
employment programmes (for example, the
Self-Employment for Educated Urnemployed
Youth programme) and the District Industries
Cenires programme, through entreprencurship
development activities and provision of assis-
tance of various kinds, have helped in the setting
up and survival of many very small units. This
may have caused the size structure of the small
scale industry to change in favour of relatively
smaller units.

Amnother aspect to which attention should be
drawn is the growth of wage rate in the small scale
sector vis-a-vis the large scale sector. In the large
scale sector (factories employing 100 persons or
more) the average wage rate (annual) in nominal
terms has increased from Rs 4,896 in 1973-74 to
Rs 21,604 in 1987-88. The rate of growth has
been 11.2 per cent per annum. Deflating the
nominal figures on wage rate by the wholesale
price index for manufactures, the growth rate of
real wages is found 1o be 3.5 per cent per annum.
In the small scale sector, the annual wage rate of
hired workers has gone up from Rs 3,728 in 1972
to Rs 7,725 in 1987-88. This involves a growth
rate of 5.0 per cent per annum. Deflating wage
rates by the wholesale price index for manufac-
tures, it is found that real wages have declined at
the rate of 2.7 per cent per annum.

The finding of a relatively slow increase in the
wage rate in the small scale sector may in part be
due to changes in the size structure and industrial
composition of the small scale sector. Yet, it is
quite clear from the figures presented above that
the gap in wage rate between large and smallscale
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industry has widened significantly over time. The
high wages in large scale units must have con-
strained employment generation in such units,
while low wages in small scale units may have
helped them grow rapidly in number as well as
employment.

4. Employment Growth: Inter-industrial Pattern

Table 4 shows industry-wise growth rates of
employment in the small scale sector between
1972 and 1987-88. The fastest growth in
employment has taken place in (1) Food products
and (2) Other industries and services.* The
annual growth rates in employment in these two
industries have been 9.06 and 7.79 per cent,
respectively. On the other hand, employment
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growth has been very slow for metal products and
transport equipment. In these cases, the growth
rates have been 1.46 and 1.23 per centper annum,
respectively. If the chemicals and engineering
industries are taken together, it is found that the
employment has increased from 0.86 million in
1972 tc 1.4 million in 1987-88. Theannual growth
rate has been 3.25 per cent. By contrast, the
industries other than chemicals and enginecring
have achieved an increase in employment from
0.79 million in 1972 to 2.26 million in 1987-88.
The growth rate has been 7.1 per cent per annum.
Comparing these figures it is evident that bulk of
the increase in employment in the Indian small
scale industry during the period 1972 to 1987-88
has taken place in industries other than chemicals
and engineering.

TABLE 4. EMPLOYMENT GROWTH IN SMALL SCALE INDUSTRY IN INDIA 1972 TO 1987-88:
COMPARISON ACROSS MAJOR (TWO-DIGIT) INDUSTRIES

Employment {(numbers) Growth rate

Industry (per cent per annum)
1972 1987-88
Food products 1,31,220 481,682 9.06
Hosiery & readymade ganments 75,346 1,98,387 6.67
Wood products 94,703 229,061 6.07
Paper products & printing 89,146 1,99,389 551
Leather and leather products 31,775 81,667 6.50
Rubber & plastic products 81,690 1,838,784 574
Chemicals 1,59,013 3,13,986 4.64
Basic metal industries 1,09,626 2,02,463 4.17
Metal products 3,00,060 372711 1.46
Machinery and parts 1,45,333 2,79,292 445
Electrical & electronic products 65,908 1,37,260 501
Transport equipment 83,492 1,60,360 1.23
Other industries and services 2,85,866 8,80,768 779
All industries 16,53,178 36,65,810 545

Source: Sandesara (1993).

It needs to be pointed out here that the change
in the industrial coverage in the second census,
compared to the first census, has affected the
estimate of the growth rate of employment of food
products group. Rice milling and flour milling are
two major industries included in the second
census but not in the first. If data for these two
industries are excluded from the second census,
the growth rate of employment for food products
is found to be 6.2 per cent per annum which is
much less than the growth computed from
unadjusted figures (9.06 per cent per annum).

Table 5 presents a comparison of employment
growth rates between the small scale sector and

the factory sector (i.c., the organized manufac-
turing industry) according to two-digit industrial
classification. It has been possible to make such
a comparison for 12 industries. The factory
sector includes large scaleindustry as well as
organized small and medium scaleindustry. One
cannot compare directly, fordifferent industries,
the growth rates of employment in small and
large scale industry, asthe available statistics
do not permit segregation of data pertaining to
large scale industry from those periaining to
medium and small scale industry. However, the
factory sector is dominated by large scale units
and the growth rates computed for the factory
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sector would therefore not be very different from
the growth rates achieved by the large scale
sector. Accordingly, the growth rates computed
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for the factory sector may be used for drawing
inferences about the comparative growth per-
formance of large and small scale industry.

TABLE 5. COMPARISON OF EMPLOYMENT GROWTH RATE: 1972 TO 1987-38
w SMALL-SCALE AND LARGE-SCALE INDUSTRY IN INDIA

Industry

Growth rate (per cent per annum)

small scale large scale #
Food products 9.06 2.81
Hosiery & readymade garments 6.67 5.02
Wood products 6.07 0.10
Paper products & printing 5.51 1.27
Leather and leather products 6.50 4.04
Rubber & plastic products 5.74 4.66
Chemicals 4.64 3.99
Basic metal industries 4.17 2.25
Metal products 1.46 1.24
Machinery and parts 4.45 2.32
Electrical & electronic products 5.01 2.90
Transport equipment 1.23 1.55
All industries 5.45 2.21

# The growth rates relate 1o the Factory sector, which includes the organised small and medium scale industry. Industry-wise

data are not available separately for the large scale sector.

Comparing the cmployment growth rates given
inTable 3, the following inferences can be drawn.
(1) Inalmost all two-digit industries, employment
growth in the small scale scctor has been faster
than that in the large scale sector. (2) In metal
products and transport equipment, employment
growth has been slow in both small and large
sector. (3) In certain industries, employment
growth has been fast both in large and small scale
units. This includes Hosiery and readymade
garments, Lcather and leather products and
Rubber & plastic products. (4) In some cases,
employment growth in the large scale sector has
lagged far behind that in the small scale sector.

It is seen from the table that in the case of Food
products the growth rate of employment in the
small scale sector has been much faster than in
the large scale sector. It has to noted, however,
that due to changes in the industrial coverage in
the second census vis-a-vis the first census, the
growth rate of employment in small scale units is
over-estimated. If corrections are made for the
differences in industrial coverage, the gap
between large and small scale industry in regard
to employment growth raie will be reduced.

Another interesting case is that of Wood prod-
ucts. While small scale units have achieved a
rapid growth of employment at the rate of 6.67

per cent per annum, the large scale units in this
industry experienced a marginal decline in
employment. There has been a marked change in
the size structure of this industry in favour of small
scale units. While the number of units in the
factory sector has increased from 2,932 10 3,407
between 1973-74 and 1987-88, the number of
units in the small scale sector has increased from
94,703 to 2,29,061. Further, the growth rate in
production atconstant prices has been aroundtwo
per cent per annum in the large scale sector,
whereas it was much higher at about ten per cent
per annum in the small scale sector.

A plot of the employment growth rates in the
small and large scale sectorsisgivenin the Graph.
Taking data for all the 12 industries, the corre-
lation coefficient between employment growth
rates in small and large scale seclors is found to
be 0.43. It is positive, but not statistically sig-
nificant. An examination of the graph brings out
that the experience of Wood products has been
different from that of the others, inthat the growth
rate of employment in the small scale sector has
been very high compared tothat of the large scale
sector. When this industry is excluded, the cor-
relation coefficient (based on 11 observations) is
found to be 0.69. It is statistically significant.
Thus, it may be inferred that relatively faster
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employment growth in the large scale sector was
generally associated with relatively faster growth
in employment also in the small scale sector. It
appears that in some industries rapid expansion
in demand enabled both small and large scale
sectors to grow fast, while in some other indus-
tries sluggish demand constrained growth of both
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large and small scale sectors. Further, in some
industries in which there are significant linkages
between largeand small scaleunits (e.g., transport
equipment), slow growth in the large scale sector
may have constrained the growth of the small
scale sector.

EMPLOYMENT GROWTH RATES
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5. Dominant Industries

In the Report on the first census of small scale
units, data were provided at disaggregated level
for31dominant industries. It would be interesting
to study what has been the experience of these
industries in regard to employment generation.
One difficulty in carrying out such an analysis is
that the industrial classification usedin the second
census is different from that in the first census.
Also, the Report on the second census contains

disaggregated results for only 100 important
4-digit industries and not for all industries at
4-digit level of disaggregation. For 20 out of the
31 dominant industries, it has been possible to get
more and less comparable data for 1972 and
1987-88. For these industries, growth rates of
employment and labour productivity have been
computed and these are shown in Table 6. For
purposes of comparison, the growth rates of
employment and labour productivity at the
aggregate level have also been showninthe table.
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TABLE 6. GROWTH OF EMPLOYMENT IN SELECTED SMALL SCALE INDUSTRIES IN INDIA: 1972TO 1987-88
Employment (numbers) Growth rate (per cent per annum)
Industry 1972 1987-88 employment labour
productivity

Allopathic medicines 10,299 18,329 392 408
Casot}’ngs and forgings of iron & steel 82,088 70,428 ~1.02 6.81
Ready-made garments 21,959 76,920 872 8.78
Structural metal products 25,264 62,714 6.25 9.19
Drums and other metal containers 23,787 24,676 024 599
Utensils 56,471 42944 -1.81 4.54
Washing soap & powder 22,205 22,068 -0.04 7.08
Paints & vamishes 8,267 10,353 1.51 3.60
Bolss & nuts 12,766 12,688 -0.04 290
Hume pipes & other cement products 16,452 20,791 157 11.09
Cashewnut processing 71,121 24,993 -6.73 4.66
Bicycle parts & accessories 17,051 15,031 -0.84 3.02
Sawing and planning of wood 24,810 59,401 5.99 863
Manufacture of wooden fumiture 29,156 75,095 6.51 468
Agricultural hand-tools and implements 43,164 40,242 -0.47 567
Cotton knitied ware 18,743 9514 -4.42 1246
Auto parts and accessories 37,754 39,906 0.37 4.55
Bread 11,673 20,133 3.70 693
Leather shoes 10,733 32,282 7.62 15.53
Printing of books, journals, etc. 48,951 95,146 4.53 4.10
All industries 16,53,178 36,65.810 5.45 373

Note : Computed from the results of the First and the Second Census of Small Scale Units.

It is interesting to note from the table that in a
number of cases there has been a decline in
employment. These industries are Casting and
forging of iron and steel, Manufacture of utensils,
Washing soap and soap powder, Bolts and nuts,
Cashewnut processing, Bicycle parts and acces-
sories, Agricultural handtools and implements
and Cotton knitted ware.”” In some other cases,
the growth rate of employment has been low,
though not negative. These include Auto-parts
and accessories.

From the analysis presented earlier, based on
data at two-digit industry level (ie., major
industries), one gets the impression that there has
been an all round increase in employment in the
Indian small scale industry. The data presented in
Table 6 brings out, however, that this has not been
so. In a2 number of important industries, the per-
formance in terms of employment generation has
been poor; employment declined in some cases
and grew very slowly in some other cases. If we
take together the 20 industries shown in Table 6,
the growth rate of employment in these industries
between 1972 and 1987-88 has beenonly 1,79 per
cent per annum, as against the growth rate of
employment of 5.45 per cent per annum at the
aggregate level. The share of these 20 industries

in total employment of the moderm small scale
sector has declined from 35.8 per centin 1972 to
21.1 per centin 1987-88.

It is evident from the above that ina number of
industries which were dominant in the small scale
sector in 1972 the growthof employment has been
slow or negative. Thus, a rapid employment
growth has been achieved by the Indian small
scale industry at the aggregate level because (1)
some of the dominant industries have grown
rapidly in terms of employment and (2) some
industries which were not important in 1972 have
grown rapidly and become important over time.
Among the first group of industries one can
mention ready-made garments. Employment in
this industry has grown from 21,959 in 1972 to
76,920 in 1987-88 (at the rate of 8.7 per cent per
annum). The second group has many industries.
One example is the manufacture of TV sets and
antenna. Employment in this industry has
increased from 364 in 1972 10 9,201 in 1987-88.
Similarly, employment in small scale units
manufacturing plastic moulded products has gone
up from 2,323 in 1972 t0 9,334 in 1987-88. To
analyze this aspect further we have considered the
50 leading small scale industries (four- digit) in
1987-88 and made an attempt to get employment



VOL.5NO.4

data from the Report on the first census of small
scale units, We find anumber of cases where there
has been rapid employment growth between 1972
and 1987-88. These include Manufacture of
vegetable and essential oils, Wooden boxes and
barrels, Synthetic resin, Processed stone/marble,
Manufacture of polythene bags, Manufacture of
iron and steel wires, Manufacture of insulated
wires and cables and Manufacture of furniture and
fixtures of metal.

Turning back to Table 6, it is seen that in a
majority of cases the growth rate of labour pro-
ductivity has been more than 4 per cent per
annum, while at the aggregate level, the growth
rate of labour productivity has been 3.73 per cent
per annum. It is interesting to note that some
industries have achieved both a fast growth in
employment and a substantial improvement in
labour productivity. These industries include
Ready-made garments, Leather shoes, Structural
metal products, Sawing and planning of wood and
Manufacture of wooden furniture.

6. Correlation Analysis

Thus far, we have discussed the extent and
pattern of employment growth in the Indian small
scale industry during the period 1972 to 1987-88.
It would have been useful to carry out a detailed
econometric analysis of the inter-industry varia-
tioninemployment growth, since that would have
provided insight into the factors which influenced
the growth of employment in the Indian small
scale sector. But, such an analysis could not be
carried out as the required data were notavailable.
Instead, some simple correlation analysis has
been undertaken. The results are discussed below.

The analysis has been undertaken using data at
two-digit level of aggregation. Data for 13
industries have been used. The first twelve
industries are the same as the first twelve listed
in Table 4, except that the data for food products
have been adjusted to exclude Rice and Flour
milling which are two important industries cov-
ered in the second census but not in the first. The
thirteenth industry included for the analysis is
Repair and other services (combining the groups
Repair service and Other services).

Itisneedlessto say that the nature of the analysis
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has been dictated by the availability of the data
(type of information, level of aggregation, etc).
Since, in the Report on the second census, data
are generally provided at two-digit level of
aggregation, the analysis had to be carried out at
that level of aggregation. Further, for computing
growth rates of employment, comparable data are
needed from the first and the second census. The
industrial classifications in the two censuses not
being the same, some two-digit industries had to
be left out.

Using cross-sectional (cross-industry) data,
correlation coefficients have been computed
between employment growth rate (during 1972 to
1987-88) and the following variables:

(1) growth rate of number of units (1972 to
1987-88);

(2) growth rate of production at constant prices
(1972 10 1987-88);

(3) proportion of self-employed among persons
engaged (in 1987-88);

(4) wage rate of hired employees (in 1987-88);

(5) ratio of closed units (units in the frame which
closed during the 1980s or easlier) to work-
ing units (in 1987-88);

(6) share of iterns reserved for small scale
industry in the total value of production (in
1987-88).

The computed correlation coefficients between
employment growth and the above variables are
presented in Table 7.

One would expect a strong positive correlation
between growth in employment and growth in
number of units as well as between growth in
employment and growth in production. As may
be seen from Table 7, we do find a high positive
correlation coefficient between these variables.
The correlation coefficient between growth in
employment and growth in number of units is
found to be 0.89 and that between growth in
employment and growth in production is found
to be 0.62. Both the coefficients are statistically
significant. The regression coefficients, which
give the elasticities, are found to be 0.55 for
growth in number of units and 0.53 for growth in
production. Both coefficients are less than unity,
It follows that the growth in number of units and



growthinproduction hada less than proponion_ate
effect on employment generation in the Indian
small scale industry. Such a relationship is
expected because, as noted earlier in the paper,
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the Indian small scale sector experienced a
marked and almost across-the-board fall in
employment per unit and there was a significant
increase in labour productivity.

TABLE 7. FACTORS INFLUENCING EMPLOYMENT GROWTH IN THE MODERN SMALL SCALE SECTOR N INDIA:
1972 TO 1987-88 - CORRELATION ANALYSIS: CROSS-INDUSTRY

Correlation of employment growth with: Correlation coefficient
1. Growth in number of units 0.839*

2. Growth in production (at constant prices) 0.62*

3. Proportion of self-employed among persons working in the unit 0.73*

4, Wage rate of hired employees 0.28

5. Ratio of closed to working units 0.35

6. Share of reserved items in total value of production 0.05

6A. Share of reserved items in total value of production excluding Repair & other services 0.37

Note: Correlation coefficients are based on data for 13 two-digit industries.

* Statistically significant.

A significant positive correlation is found
between employment growth and the proportion
of self-employed among the persons engaged.
The correlation coefficient is 0.73. It may be
mentioned here that the proportion of self-
employed ameng persons engaged in the Indian
small scale industry has increased between 1972
and 1987-88 from 12.9 per cent to 18.8 per cent.
Also, ithas been noted above that the average size
of small scale units in India in terms of employ-
menthas declined from 12in1972 to6in 1987-88.
Ahigh proportion of new units established during
this period was in the employment size class 1-4.
Clearly, in units of that size class, the proportion
of self-employed should be relatively higher. Our
finding of a significant positive relationship
between employment growth and the proportion
of self-employed among the persons engaged
probably reflects these developments in the
Indian small scale sector.

For wage rate of hired employees and the ratio
of closed units to working units, the correlation
coefficients are found to be negative; both are
statistically insignificant. The finding of a nega-
tive correlation coefficient between employment
growth and wage rate is to be expected, because
low wages are important for competitiveness (and
therefore for growth) of small scale units. A

negative relationship is expected also between
employment growth and the ratio of closed to
working units'® because a high rate of failure of
small scale units is indicative of the difficulties
(probably marketing) being faced by such units
and a rapid growth of the industry is therefore not
likely to occur.

While reservation has been a major policy
instrument for the promotion of small scale
industry, no significant correlation is found
between employment growth and extent of res-
ervation. When data for all the 13 industries are
used, the correlation coefficient is found to be
-0.05. This result is due to the fact that the Repair
and other services industry has no reserved item;
but it experienced the highest rate of growth in
employment (over 11 per cent per annum). When
this industry is excluded, the correlation coeffi-
cient is found to be 0.37. It is positive but not
statistically  significant. Thus, from the
correlation analysis there is no strong evidence to
indicate that reservation policy has greatly helped
in the growth of small scale units."”

Tosum up the results of the correlation analysis,
we find growth of employment to be strongly
positively correlated with growth in the number
of units and the level of production. However,
increases in the number of units and the level of
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production are found to have had a less than
proportionate effect on employment. A positive
relationship is found between the proportion of
self-employed and employment growth. No sig-
nificant correlation isfound betweenemployment
growth and reservation of products or the rate of
closure of small scale units. Also, wage rate and
employment growth are not found to be signifi-
cantly correlated.

7. Inter-country Comparative Analysis

The experience of the Indian small scale
industry in terms of employment growth during
the last two decades has been discussed above. It
was noted that the growth rate of employment in
the small scale sector was much higher than that
of the large scale sector and that the absolute
number of new job opportunities created in the
small scale sector (modern) was substantial. For
a proper appreciation of these achievements, it is
important to compare the Indian experience with
the experiences of other Asian developing
countries. Since small scale industry has played
a very important role in the Japanese industrial
economy, a comparison with Japan is also very
useful. In this context, it is important to consider
what has been the objectives underlying small
industry promotion and what measures have been
adopted for this purpose.

Small Industry Promotion Policies

Promotion of small scale industry has a rela-
tively long history. In Latin America, well orga-
nized programmes existed as early as the
mid-1950s."® There were financial assistance
programmes for small scale industry in Mexico,
Venezuelaand Argentina. These initiatives were
followed by Brazil, Chile and Colombia, who
launched their own programmes inthe 1960s. The
objectives and the instruments were more or less
the same. The programmes were oriented towards
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creating a layer of modemn small scale manufac-
turing units, facilitating transition from house-
hold or handicraft enterprises. Generation of
employment was a major objective.

In Africa, programmes oriented towards sup-
porting small scale industries appeared soon after
independence, in the mid-1960s; Tanzania and
Kenya were among the earliest to adopt those
policies. African programmes have emphasized
provision of industrial estates and training of
entrepreneurs. These programmes were often
linked to Africanisation policies in which assis-
tance was provided to facilitate transfer of busi-
ness to indigenous nationals."®

Among the Asian countries, the Indian
government created a very elaborate system for
small industry promotion in the early 1950s.
However, India’s concern for handicrafts and
village industries can be traced back to the early
years of this century. Long before Independence
(1947), Gandhiji who had led the country to
freedom, had included the revival of village
industries as one of the main planks of what he
used to call the "Constructive Programme". The
revival of village crafts and industries figured in
the Directive Principles of State Policy in the
Indian Constitution adopted in 1950. Evenearlier,
in the First Industrial Policy Resolution, 1948, it
was specifically stated that the cottage and small
scale industries were particularly suited for the
better utilization of local resources and the
achievementof local self sufficiency inrespect of
certain types of essential consumer goods. It was,
however, recognized that the healthy expansion
of cottage and small scale industries depended
upon a number of factors like provision of raw
materials, cheap power, technical advice, orga-
nized marketing of products, education of
workers and, where necessary, safeguard against
competition by large scale manufacturing enter-
prises. These were and continue to be the key
clements of the cottage and small scale industry
promotion policies in India. One distinguishing
feature of the Indian programme, in contrast to
the Latin American approach, is that the Indian



occurred in those countries. Rather there has been
an increase in the average size of small scale units
in terms of employment in Malaysia from 4.6 in
1963 1o 7.7 in 1981. Similarly, in Korea, the
average size of small and medium enterprises has
gone up from 29.6in 1975 t0 31.8 in 1985 and in
the Philippines the average size of small and
medium scale units has gone up from 13.7 in 1967
10 28.4 in 1978.

8. Concluding Remarks

‘The analysis presented in the paper has brought
out that the modem small scale industry in India
grew rapidly in the last two decades. It achieved
an employment growth rate of 5.45 per cent per
annum between 1972 and 1987-88. Additional
employmentopportunities were created for about
two million persons. This is an impressive
achievement, especially considering the fact that
the growth of employment inthe large scale sector
has been very slow.

It was found that between 1972 and 1987-88
there was a marked fall in the average size of
modem small scale enterprises in terms of
employment (from 12 to 6) and that the bulk of
the new units set up during this period were in the
lowest employment size range of 1-4, Two other
interesting findings of the study are: (1) most of
the increase in employment has taken place in
industries other than chemicals and engineering
and (2) the gap between the wage rates in large
and small scale units has considerably widened
over time. All these developments are somewhat
disturbing because most of the new units being
set up are too small to be efficient and techno-
logically dynamic and the quality of employment
generated in them (in terms of wages paid,
working conditions, etc.) is also poor.

It is known that among the developing coun-
tries, India has the most comprehensive and
forceful set of promotional policies for the small
scale sector. Yet, in an inter-country comparison,
the performance of the Indian modemn small scale
sector is not found to be distinctly superior to that
in other Asian developing countries. This raises
questions about the effectiveness of the system of
small industry promotion in India.
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NOTES

1. See Liule [1987] and Ghosh [1988].

2. For a discussion on govemment policies and the various
promotional measures taken, see Little [1987], Little et al.
[1987], Ghosh [1988), Sandesara [1988, 1988a), Kashyap
[1988], Vepa [1988] and Rao and Nagaiya [1991].

3.In the Industrial Policy Statement of 1977, it was stated,
"Tv is the policy of the Government that whaiever can be
produced by small and village industries must only be so
produced”. Such thinking is reflected also in the Industrial
Policy Statement of 1980.

4. See Little {1987], Ghosh [1988] and Vepa [1988, Pp.
21-23).

5. In view of the heterogeneous nature of industries in the
small scale sector and the variety of development problems,
the small scale sector has been divided into seven broad
groups, namely, handicrafts, handlooms, khadi and village
industries, coir, sericulture, powerlooms and small scale
industries (residual). The first five groups aretraditional while
the last two groups are non-traditional. The last one, which
we shall refer to as modem small scale industry, is under the
purview of the Small Industries Development Organization
(SIDO), Govemment of India.

6. According 10 the estimates presented in the Eighth Five
YearPlan document, in 1989-90, modemn small scale industry
provided employment to about 12 million persons. The
employment provided in the powerloom sector was 4.5
million and that in the traditional small scale industries was
19.4 million. Evidently, in terms of employment, the modem
small scale industry constituted a small part of the small scale
sector in India. It should, however, be noted that in terms of
value of production, the modem small scale industry had the
dominant share.

7.See Ghosh [1988, Pp. 318-19]. It may be mentioned here
that data on employment in small scale industries given in the
Seventh and Eighth Five Year Plan documents indicate that
employment in the traditional small scale industries was
growing at the rate of about 4 per cent per annum during the
period 1979-80 to 1989-90. During this period, the growth
rate of employment in the modern small scale industries was
about 6 per cent per annum. A much faster growth in
employment was achieved by the powerloom sector at the rate
of about 15 per cent per annum.

8. Report on Census of Small Scale Industrial Units, Vol.I
and 11, Development Commissioner, Small Scale Industries,
Ministry of Industry, Govemment of India, 1977.

9. Report on the Second All-India Census of Small Scale
Industrial Units, Development Commissioner, Small Scale
Industries, Ministry of Industry, Govemmenit of India, 1992.

10. Both the first and the second census of small scale units
were confined to units registered with the State Directorates
of Industries. It is known that there are 2 large number of
modem small scale units which are not registered. According
oofficial estimate the unregistered units constitute nearly one
third of the total modem small scale industry. Clearly, the
results of the census undersiaic the size of the modem small
scale industry in India.

11. In a numbser of earlier studies, employment size of 100
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persons has been taken as the dividing line between small and
medium scale industry and large scale industry. See Jin and
Jan-Won [1992].
12. This is brought out by comparison of small industry data
according to size classes, which is shown later in the paper.
13. Total factor productivity has been computed in the
following way:

8A= 8y - S1-8L- Sx-Bx

where g,, 8v, g and gy are respectively the annual growth
rates of total factor productivity, value added, labour input
and capital input. s, and s; are the income shares of labour
(27 per cent) and capital (73 per cent). For computing the
labour share in value added, it has been assumed that the labour
income of a self-employed person wasthe same asthe average
wage rate of the hired employees.

14. The data for 1972 (first census) are given for 16, while
those for 1987-88 (second census) are given for 21 two-digit
industries. Of these, 12 listed in the table are more or less
comparable. The remaining four industries of first census and
nine industries of the second census have been grouped into
"Other industries and services”. The nine industries of the
second census included in this group are Beverages, Tobacco
and tobacco products; Cotton textiles; Wool, Silkk and Syn-
thetic fibre textiles; Jute, Hemp and
Mesta textiles; Non-metallic mineral products; Miscellaneous
manufacturing industries; Repair services; Services not
elsewhere classified; and Other services and groups.

15. A sharp fall in employment is found for Cotton knitted
ware from 18,743 in 1972 10 9,514 in 1987-88. However, it
shauld be noted that during this period there has been
widespread substitution of products made of cotton by prod-
ucts made of synthetic fibers or mix of cotton and synthetic
fibers. In 1987-88, the employment in small scale units
producing knitted ware of synthetic fibers was 12,609 (ac-
cording to the second census). Thus, taking all knitted ware,
cotton as well as synthetic fibre, there has probably been no
marked fall in employment.

16. This ratio ranges from about 30 per cent 1o about 90 per
cent.

17. The results of the second census of small scale units
show that between 1985-86 and 1987-88 the production of
reserved itemshas grown attherate of 10.3 per cent perannum.
During this period, the production of unreserved items has
grown at a higher rate of 13.0 per cent per annum.

18. Uribe-Echevarmia [1992].

19. Uribe-Echevarria [1992].

20. See Lim [1992a] and Bery and Mazumdar [1991).

21. See Benry and Mazumdar [1991] and Bruch and Hie-
menz [1984).

22. Lim [1992a).

23. This table is based on various sources including Lim
[1992], Clapman {1985] and Onn [1990).
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MONEY - OUTPUT DYNAMICS OVER THE BUSINESS CYCLE
A Case Study of India

Neeraj Hatekar

This paper attempts to study whether growth rates of money supply (MI , M3 and hig_h povyer.’ed
money) are neutral over the business cycle. A relatively new technique is employed for identifying
the business cycle. Causality studies over the cycle indicate two way causality from GDP lo M3and
high powered money, respectively. Univariate causality from GDP fluctuations to M3 is stronger
than the reverse causality from M3 to GDP fluctuations, as indicated by Geweke causal measures.
Also, causality from high powered money to GDP is stronger than the reverse causality. Two small
VAR models have been constructed and innovation accounting exercises have been carriedout. They
indicate that unanticipated money supply shocks give rise to an oscillatory convergent dynamic time
path of GDP, with the overall impact being negative.

In recent years, economic theorists have
reopened the debate about the importance of
monetary policy variables with renewed vigour.
The earlier Keynesian models, which relied on
the naive Phillipscurve, implied that employment
couldbe increased withmonetary expansion. The
Keynesian model posited a direct relationship
from money supply to output. However, it was
also pointed out that the causality need not be
unidirectional. The criticism of these models by
Phelps and Friedmann and later the rational
expectations revolution which Robert Lucas
ushered in, consolidated the position that only
unanticipated monetary shocks would matter.
Anticipated monetary policy, by and large, was
thought to be neutral. This strand of thinking
finally culminated in the Real Business Cycle
models, where anticipated as well as unantici-
pated outside money is neutral. For these theo-
rists, nominal money does not cause fluctuations
in output. It is output that causes money and not
the other way around, atleast for broader financial
services, which can be considered as inputs into
the production process, assert these theorists
[King and Plosser, 1984]. Monetery variables
achieve the equilibrium real balance level in the
economy.

The real business cycles discussion implicitly
has a competitive well behaved economy in the
background. All markets clear instantaneously.
Prices adjust 1o bring demands and supplies into
line. In suchaneconomy, the classical dichotomy
comes into its own. Hence, money supply and
other nominal aggregates do not have any real
effects. Output fluctyations have only realcauses.

There was a Keynesian backlash in response to

these developments. It was soon realised that it
was impossible to build money into a perfectly
competitive and well behaved economy. Either
the assumption of competition had to be given up
or some rigidity introduced. Following this
research agenda, nominal rigidities were incor-
porated and rationalised in models involving
monopolistic competitive structures. In such a
market structure, it is relatively simpler to show
why prices/wages would be rigid [Taylor, 1979b,
1980, Akerloff and Yallen, 1985a, 1985b, Ball,
Mankiw and Romar, 1988]. Real rigidities were
also similarly incorporated. It can be shown that
in the face of nominal/freal rigidities, anticipated
as well as unanticipated monetary policy would
be non-neutral. However, this requires the output
supply curve to be extremely elastic.

If one wants to state the positions directly, the
two positions would have to be stated as follows:
1) The Keynesian Position:

a) Nominal money fluctuations, anticipated as
well as unanticipated, do cause output fluctua-
tions. They can be a cause of the business cycle.
b) Output fluctuations may or may not cause
fluctuations in money supply.

2) The Real Business Cycle Theory Proposition:
a) Nominal money fluctuations do not cause
output fluctuations.

b) Output fluctuations cause flactuations in the
broader money aggregates. This is because
financial services are regarded as inputs into the
production process and show positive comove-
ments with the business cycle.

It was thought that understanding the
implications of money supply for the cyclical
behaviour of the Indian economy would be
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interesting. Several researchers have studied the
money output causality in India. (However,
attempts to study the causality over the cycle are
not known to us.) Hence, it would be interesting
to study the dynamics of real output and nominal
money supply over the cycle.

Sections I and II of the paper are devoted to
separating out the cyclical components of
aggregate output, M1, M3 and high powered
money series in India, as well as the real GDP.
The data are annual from 1951-52 - 1984-85.
Section II takes Granger causality tests for stu-
dying the effects of the cyclical component of
money supply on the cyclical component of GDP
and for causality the reverse way. Geweke causal
measures which give an explicit indication of the
strength of causality are also computed in that
section. Section III concludes the study.

SECTION1

Logically, a correct identification of the "busi-
ness cycle" should precede any attempt to test
various theoretical propositions. For a long time,
it was the common practice in macroeconomics
toassociate the cycle with residuals from a linear
or quadratic deterministic trend. The predicted
values from such a regression were interpreted as
the secular component of the time series, the
residuals being thought of as the business cycle.
For example, see Bodkin [1969], Lucas [1973],
Barro [1978], Sargent [1978], Taylor [1979a],
Hall [1980], Kydland and Prescott {1980]. For
similar exercises relating to India, see Chitre and
Paranjpe [1987]. These exercises presume that the
secular component of the time series is deter-
ministic. However, the secular components do not
necessarily have to be deterministic functions of
time. The random walk is a classic example of a
secular process that is fundamentally stochastic.
If the secular component is stochastic rather than
deterministic, then models based on time trend
residuals are misspecified. Chan, Hayya and Ord
{1977} and Nelson and Kang [1981] have
examined the properties of the residuals from a
regressionof arandomwalk on time. Inparticular,
the autocorrelation function of the residuals is
entirely a function of the sample size and implies
strong positive autocorrelations at low lags with
pseudo-periodic behaviour at long lags.
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Granger and Newbold [1974] have shown that
an OLS regression between two variables that
behave as random walks with drift is bound to
find a measure of "significance" independent of
any deep behavioural link. In a seminal paper,
Nelson #nd Plosser [1982] consider two different
classes of non-stationary processes as alterna-
tives. The first class of processes is the "trend
stationary class", which consists of those non -
stationary processes that can be expressed as a
deterministic function of time. The deviations
from a deterministic trend are assumed to have a
representation as a stationary and invertible
ARMA process. The second class of non-
stationary processes is that for which the first or
the higher order differences are stationary. This
is referred to as the difference stationary class of
non-stationary processes. The difference sta-
tionary class is fundamentally stochastic in nature
whereas the trend stationary class is
fundamentally deterministic. A time series which
has asecular component following a random walk
would belong to the difference stationary class.
The problem of misspecification that arises when
a time series belonging to the difference station-
ary class is treated as one belonging to the trend
stationary class is alluded to above. Also, whether
output is difference stationary or trend stationary
has important implications for the behaviour of
the business cycle {Nelson and Plosser, 1982].For
example, if the time seriesis difference stationary,
arandom shock would tend to remain inthe series
for all the future history. On the other hand, for
series that fall into what Nelson and Plosser call
the trend stationary class, unanticipated output
shocks tend to be transitory. For instance, a
monetarist explanation on the assumption that
transitory money shocks would lead to transitory
fluctuations in output would be ruled out for areal
income series that has a unit root in it. Identifi-
cation of business cyclesitself hinges on the time
series properties of the variables of interest.

Most macroeconomic time-series show sub-
stantial comovement, but it is important to dis-
tinguish between a comovement that arises
because of a shared trend, and one that arises
through behavioural linkages, even without any
economic rationale. Consider the simple case of
a process with a unit root:
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(n

where ¢, is an independent disturbance, and b
equals unity. The constant a, represents a drift,
which allows for a secular movement of x,.
Granger and Newbold pointed out that two vari-
ables which behave as above would be signifi-
cantly correlated even without any meaningful
relationship.

Subtracting x,, from both sides of equation 1
yields equation 2

AX =a+(b-1)X,, +e, ()

A unit root would be associated with a zero
coefficientonthe lagged value of x, ;. On the other
hand, rejection of the null hypothesis would imply
(b-1) is less than zero. The significance of (b-1)
(under the null hypothesis that there is a unit root)
can be calculated using the t distribution, but the
estimator of (b-1) does not follow the standard t

x=a+bx,+e
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distribution under the null hypothesis. Dickey and
Fuller [1979] have provided alternative critical
values. (See also Dickey and Fuller [1981]). A
modification of the Dickey - Fuller test is the
augmented Dickey - Fuller test (ADF) which We
state below in a form without a drift:

AX=a+ODX,,+ 3 AX, +e, 22
where p is any suitably chosen lag-length. The
simple t statistic might again be defined and
compared to the Dickey-Fuller critical values. In
the table below, we report Dickey Fuller (DF) and
Augmented Dickey Fuller (ADF) tests for the
series under investigation. DF stands for the
Dickey Fuller statistic, while ADF(1) stands for
the augmented Dickey Fuller statistic with p=1.
We have considered models that incorporate a
trend along with those that do not.

TABLE 1.

Series Without Trend ‘With Trend

DF ADF (1) DF ADF (1)
GDP 2.0510 2.8824 -0.65234 0.29735
M1 7.0098 5.0760 3.1345 3.1048
M3 33.8019 4.2384 18.0027 4.1072
hpm 8.3332 5.6040 4.1491 4.0433
5% critical values (-2.9528) (-2.9558) (-3.5514) (-3.5562)

As is clear from table 1 above, no test statistic
fallsinthe critical region and hence we accept the
hypothesis of a unit root for each of these series.
This in itself, is an important finding as far as the
impact of unanticipated money supply is con-
cerned. According to Robert Lucas, unanticipated
money shocks lead to transitory deviations of
output from its long run equilibrium level.
However, since the series considered here have
unit roots, a transitory shock to GDP would be
preserved in the GDP level for all time to come.
This is clearly counter to the monetary misper-
ceptions model of the business cycle at least in its
more extreme forms. For a model where
unanticipated monetary shocks have permanent
effects on output in the Lucas framework [see
Hatekar, 1992]. The conventional Lucas
hypothesis does not seem tobe being significantly

at work in the Indian GDP time series.
SECTION 1l

It is important to identify the cyclical compo-
nent correctly for understanding the interaction
of money supply and output over the business
cycle. The problem assumes added weight in the
presence of unit roots as in our series. It is now
well understood that when unit roots are present,
the approach equating the cycle with residuals
from a deterministic time trend is ruled out. This
is because the growth component, in the presence
of unit roots, becomes stochastic.

The issues have been considered in detail in
section one above. The alternative is to difference
the series till stationarity isobtained. The method
that we have used in this paper has long been in
use for smoothing actuarial tables, and has also
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been successfully used in astronomy and ballis-
tics as well. The method known as Whittaker-
Henderson type A has aiso been recently used for
business cycle analysis [Hodrick and Prescott,
1980, Danthine and Girardine 1989]. This
approach faces squarely the problem of decom-
posing each raw series {y,} into a growth com-
ponent {g,) and a cyclical component {c,}

The method can be specified as follows:

min 3 cl+ 2 Xi{e g}~ {8, - 21 G)

("LI t=l

SL1C,=Y,— &

The first term measures the fit of {g,} to {y.}
while the second measures the degree of
smoothness in {g,}. A is the crucial parameter
here that determines one of these characteristics
of {g) to the detriment of the other. To convert
(3) into matrix notation,

min ¢’¢,+ MKg)Kg. @

where
K= 1210
1

0000
01-210000

)

.0

0

0
.0

. . 0
000000...1-21

Danthine and Girardine {1989, appendix 2]
show that the solution to (4) is reached for g, =
Ay, where A=I+AK'K.

Since A is near singular for most cases, a
Cholesky factorisation was used prior to A’s
inversion. This filter has certain advantages rel-
ative to the linear trend filter and the first differ-
ence filter. The linear trend filter passes the
maximum number of low frequencies, while the
first difference filter passes the least number of
low frequencics and magnifies the high fre-
quencies. Both these types of filters might be
undesirable for an analysis of business cycles,
since a business cycle analyst would be interested
in medium as well as high frequencies. By an
appropriate choice of the value of A the relevant
frequencies can be retained in the data. The
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problem with this method however, is the arbi-
trary value of A. A high value of A results in a
smooth {g,}). Higherthe A, higher is the variability
attributed to the cycle in the observed series. An
infinitely high value of A would result in all
variability in the observed series being attributed
to the cycle. As a consequence, a smooth linear
trend will emerge. On the other hand, lower values
of lambda would mean that higher variability gets
assigned to the trend. If A is set to zero, the trend
would replicate the observed series, the cyclical
components on the observed path all being
identically equal to zero. Unfortunately, there is
no unique or theoretical unambiguous manner in
which to determine A exactly. But see Hodrick
and Prescott [1980]) for one acceptable way of
settling A. They assume that g varies smoothly
over time and choose rather high values for A.
This was not found acceptable for most series that
we have analysed. In the face of uncertainty
regarding the appropriate value of A, we have used
a procedure that is not exact, yet is satisfactory.
This procedure requires the analyst to have a
definition of the cycle prior to the choice of A. For
instance, in our case, we have defined the cycle
as a stationary process. Starting from a non-
stationary time series and a very high value of A,
we keep on progressively reducing A till we geta
stationary cycle. Other criterion are also possible.
For instance, it is possible to define the maximum
time duration of a cycle and then choose A
accordingly. We have chosen the requirement of
stationarity as it does not preclude any theoretical
analysis before hand. When applying this method
to Indian data, we found that low values of A fitted
the data better. Thus, majority of the variability
has been assigned to the growth component, more
particularly in the case of M1, M2, and M3. Itis
equivalent to saying that in the Indian situation,
the trend innovations outweigh the cyclical
innovations. The cyclical component is relatively
small. Table 2 gives the values of A for each of
the series.

TABLE2.
Series A
GDP 2
M1 O.g
'&E" 815
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Once having determined the cyclical compo-
nents, it was essential to determine causal pre-
cedence The subject of Granger causality has
been discussed in a number of papers [Granger,
1969, 1980, Geweke, 1982, 1984, Florens and
Mouchart, 1985, etc.]. The central axiom of
Granger’s definition of causality is as follows:
Given two time series X and Y, if Y can be
predicted better on the basis of the past histories
of both X and Y, than on the basis of the history
of Y alone, X is said to cause Y in the Granger
sense.

A number of tests are common in the literature.
Four types can be distinguished.

1) Sim’s Original (1972) (OS) test
2) Sim’s Modified (1974)Test (MS)
3) Granger’s (1969) test

4) Geweke’s (1982a) test (GW).

Under certain mild conditions, the four tests are
theoretically equivalent. Geweke [1982b, 1984]
establishesthe equivalence of the GW test and the
GR and MS test. Florens and Mouchart [1985]
have proved the equivalence of the OS, MS and
GR testsunder very general conditions. However,
in finite samples, the tests might yield conflicting
results. Monte Carlo investigations in this regard
have been conducted by Nelson and Schwert
[1982], Guilkey and Salemi [1982] and Geweke,
Meese and Dent [1983]. Though there are meth-
odological differences, a fair amount of una-
nimity is evident. One may broadly infer that the
GR test is superior in small samples to both the
MS and the GW tests, which in turn are superior
tothe OS test [Nachane, 1991]. However, the GW
test has a unique feature: It allows an explicit
judgement of the strength of causal inference.
(For an excellent discussion of the Geweke test,
see Nachane [1991]). Stated briefly, suppose a
stationary series x is regressed on its own past
values in stage one. In stage two, it is regressed
on its own past values and the past values of
another stationary series, say y. The ratio of the t
(biased) sum of squared errors from stage twoto
those from stage one yields nonnegative Geweke
causal measures, which are also indicative of the
strength of causality fromy to x. In what follows,
We have tested for Granger causality from
cyclicalcomponents of M1, M3and highpowered
money to the cyclical component of real GDP,
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and reverse. Since this test is superior to all the
other tests as the discussion above indicates, the
causal inference from this test is accepted. The
use of the reported Geweke causal measures is
restricted to the determination of the strength of
causality. (In this case, the two tests complement
each other.)

Results of the Granger Causality tests.

1. Causality from M1 to GDP

F(1,26) = 0.4577

11. Causality from M3 to GDP

F(6,20) = 4.0557262 significant at 5%

I11. Causality from hpm to GDP

F(5,22) = 45.871937 significant at 5%

1V. Causality from GDP to M1

F(1,30) = 0.260415

V. Causality from GDP to M3

F(4,24) = 5.308840 significant at 5%

VI. Causality from GDP to hpm

F(3,23) =5.6231194 significant at 5%

Geweke Causal Measures.

I. Causality from M1 to GDP

x* (1) = 045774

II. Causality from M3 to GDP

x*(6)=17.91180

111. Causality from hpm to GDP

x*(3) = 28.85340

1V. Causality from GDP to M1

x*(1) = 0.1076684

V. Causality from GDP to M3

x* (4) = 51.28894

VI. Causality from GDP to hpm

x* (3) = 17.38544

SECTIONIII

Thus, causality was confirmed in II, III, V and
VI It is important to note that the earlier studies
which involved only raw data, without isolating
the cyclical component, rejected I, 11, 11, IV and
only accepted V and VI. This also seems to have
been the conclusion of most of the earlier studies
involving money-income causality in India.
(However, anumber of studies do report two way
causality among money supply and money-
income.) That was difficult to reconcile with
theory. It is well known that if prices are rigid,
output would respond to nominal money shocks.
In India, wages/prices are rigid in a number of
cases. The market structure for industrial goods
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atleastis highly monopolistic or monopolistically
competitive. Hence, one would expect nominal
money shocks to have an impact on output.

The important finding of this study is the con-
firmation of Granger causality from M3 and high
powered money to GDP fluctuations. It is then
clear that fluctuations in nominal money give rise
to GDP fluctuations. Of course, there is also the
instance of reverse causality that has been docu-
mented above. However, the overall evidence
tends to favour the hypothesis of the growth of
nominal money supply causing GDP fluctuations.
It is also interesting to note that cyclical accel-
erations/decelerations of M1 neither cause nor are
caused by GDP fluctuations. This is indeed a
highly perplexing finding and we are trying to
work with disaggregated measures of money
supply which hopefully would throw more light
on the phenomena.

The Geweke causal measures that we have
computed show that the caunsal relationship from
fluctuations in highpowered money to fluctua-
tions in GDP is much stronger than that from
fluctuations in M3 to fluctuations in GDP.
However, the causal relationship from GDP
fluctuations to M3 fluctuations is much stronger
than that from GDP fluctuations to fluctuations
in high powered money.

This result shows that high powered money
growth rates are relatively more exogenous than
the growth rates of M3. In view of these two
findings, we have constructed a VAR model
which would throw further light on the interaction
between the nominal and real magnitudes over the
business cycles.

To choose the length of the VAR, the Akaike
Information criterion for systems of equations
was used. [Akaike, 1974). The VAR generalisa-
tion of the AIC is

AIC@) = 1n def3, )+ 2mt *)

. .
where 3, is estimated residual covariance

matrix, t is the sample size, m the number of
variables in the system, nthe selected order of the
VAR. The optimal VAR length is that n which
minimises the AIC.

It was found that the VAR model incorporating
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one lag each of the variables led to the lowest AIC
value. The method of estimation was three stage
least squares. This led to the following results:

model 1.
M3= 0.20909M3, +0.12407GDP, -0.72466hpm_,
(0.63486) (1.4371) (-1.1297)
gpd= -0.56346 M3, +0.52750GDP, +2.5268hpm ,
(-0.56160) (2.0056) (1.2931)
hpm = 047361 M3, -0.030380GDP, -1.1651hpm
(3.4962) (-0.8555) (-4.4161)

(Here, the left hand side variables refer to the
relevant cyclical components, while the right
hand side variables are the one period lags on
these variables.) Figures in brackets are t statis-
tics. (However, since our interest here is to trace
out the dynamic effects of money supply shocks
to the system, we will not concern ourselves with
discussing the individual equations of the VAR
model, or the significances of the coefficients).

The VAR model estimated above allows us to
carry out innovation accounting a la Sims [1980,
1981]. We consider the following stationary
VAR(p) process (Vector Autoregressive Process
of Order p). Let Y be a m dimensional column
vector,

Y=v+0,Y,+0, Y2+ ..+0, Y, + Vv, (6)
B11i Bg2 - Bpmi

O,= are m’ coefficient matrices
B i oerereeroreBumi

v, is an (mxi) column vector with zero mean and
some nonsingular variance covariance matrix 3.,
for all V,¢V, are assumed to be uncorrelated for

t# 5. It can be shown that a stationary VAR like
that in (6) will have a moving average (MA)
representation:

Y| = “‘+ V‘+ _:icMivH (7)

i (o)
where My =1and M, = équMi_i i=1,.. 8)

and p=E(Y)=(0-0,~0,-...0)"
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Since the covariance matrix %, is positive defi-
nite, there exists a non-singular matrix P such that
pX,.p’ =1L With this, the MA representation (8)
can be written as

Y,=p+3 MP Py 9)
iml

=i+ g ‘Piwt-i 10

where ¥ =MpP"' and w,=Pv,The matrices'¥;
measure the reaction of the system to innovation
w,. Specifically, the kjth element of \¥; measures

the reaction of the kth variable to a shock by the
by the jth variable i periods ago, ceteris paribus.

Below, we report the reaction of the cyclical
component of GDP to shocks to cyclical com-
ponents of hpm and M3, (More strictly, to the
changes in cyclical components of M3 and hpm,
see footnote)

TABLE 3
Period hpm shock M3 shock.
1 -7823.100 1975.041
2 6290.632 -2696.320
3 -3882.078 1675.483
4 2319.683 -1168.988
5 -1218.715 600.274
6 6412593 -351.799
7 -302.8143 161312
8 144.7206 -85.746
9 -60.9790 34.939
10 26.0820 -17.173
11 -9.0460 5.791
12 3.0784 -2.398
13 -0.4347 0488

It is clear from table 3 that both high powered
money and M3 shocks give rise to damped
oscillatory movements in the cyclical compo-
nents of GDP. However, high powered money
shocks lead to more violent fluctuations. Also, the
fluctuations in the cyclical component of GDP
resulting from the two shocks have opposite signs
in each particular period. This could be the result
of a lag in response of M3 10 HPM. Also, the
greater impact of HPM could reflect, at least in
principle the working of the money multiplier. (It
seems to me that an entirely different reason can
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be given, see below.) The aggregate impactof M3
and hpm is also a damped oscillatory wave. The
overall impact of M3 shocks is positive, that for
high powered money is negative and larger in
absolute terms than the aggregate M3 shock.

The damped oscillatory pattern observed above
could have important implications for business
cycle analysis. The first four autocorrelations and
partial autocorrelations of the cyclical component
of GDP are presented below:

TABLE 4

autocorrelation and partial autocorrelations of GDP cycle.
autocorrelations.

1 2 3 4
0.19 0.1 0.03 0.5
partial autocorrelations.

1 2 3 4
0.19 04 0.03 -0.7

Table 4 confirms the oscillatory behaviour of
the cyclical component of GDP. The VAR model
estimated by us above predicts qualitatively the
same kind of behaviour for unanticipated mone-
tary shocks to the economy. Thus, monetary
shocks could have a substantial power for
explaining the business cycle behaviour in India,
because monetary shocks can at least qualita-
tively replicate the actual dynamic behaviour of
output.

However, there isone obvious problem withthe
simulation exercise above (which is the reason
that we have alluded to above). Since cyclical
component of M3 is largely determined by the
cyclical component of high powered money,
model one is likely to be vitiated with contem-
poraneous correlation between the residuals of
the M3 and high powered money equations.
Indeed the Breusch - Pagan test for a diagonal
variance/covariance matrix confirmed this.
Hence, we have estimated below a smaller model
dropping out M3. This model simply considers
the dynamics between the cyclical components of
high powered money and GDP. (The choice of
th;z lag length for the VAR wasdone as for model
1.
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model 2.

hpm = -0.48207 hpm,, + 0.052875GDP,,

(-2.2722) (1.6776)
GDP =1.7142 hpm, +0.4285GDP,
(1.3228) (2.2255)

This mode! was found to have a diagonal
variance/covariance matrix, as judged by the
Breusch Pagan lagrange multiplier statistic.
Below, the effects on gnp cycle following from a
shock to hpm cycle are traced out,

TABLE 5. REACTIONS OF GDP CYCLE TO HPM CYCLE SHOCKS

hpm cycle shock

-294.3164
16.2146
-88.3347
9.55519
26.7637
4.27469
-8.18290
1.70912
-2.52344
0.64322

k]
SVvXAanawN= |3
g

Thus, again it can be seen that the response of
GDP cycle follows a damped oscillatory wave.
The absolute magnitude of the GDP cycle fluc-
tuations is now much smaller at most periods
compared to model 1. Also, the troughs are much
deeper and the peaks relatively short lived in
comparison with model 1. The aggregate impact
of an high powered money shock is negative.

The difference in the dynamic behaviour of
HPM shocks between model 1 and model 2 is
clearly due to the cross correlation among the
residuals thathas beeneliminated by dropping out
M3.In model 1, the two paths of GDP were not
independent of each other. This problem has been
overcome in model 2. This accounts for the
difference in the time path of GDP due to an hpm
shock in model 1 and model 2. The convergent
oscillatory behaviour of the model 2 is due to the
eigen values of the matrix M:

[—0.48207

0.052875]
1.7142

0.4285
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This matrix has two real eigen values,
-0.57260801 and 0.5190381, with the negative
eigen value slightly dominating the positive one
in absolute terms. Hence, the oscillatory and
convergent behaviour. The overall negative
impact could be rationalised in terms of the
inflationary effect of additional unanticipated
money shocks. Elsewhere [Hatekar and Mujum-

-dar, 1993] we have found that money supply

growth rates directly fuel inflation over the cycle
and check business cycle accelerations. High
pricesand high material costs could lead toa profit
squeeze, thereby driving back positive deviations
of GDP towards the trend. Unanticipated money
shocks could also increase the aggregate uncer-
tainty in the system, and business might want to
come back to the normal trend level. The
traditional Lucas model would expect aggregate
output to go up, because aggregate work effort in
the economy goes up. However, if work effort,
rather than the money wage, isalready contracted
for, then additional money supply may only imply
higher money wages eventually, rather than more
work effort. This can augment the profit squeeze
mentioned above. In all then, there is ground for
caution in exercising discretionary countercycli-
cal monetary policy. Unanticipated shocks, it
appears, should be avoided.

NOTE

The cyclical component of GDP was stationary. However,
the calculated cyclical components of M1, M3 and hpm were
found to be nonstationary. Hence, in all that follows from here,
the first differences of these variables have been used. We
have used the same variable names to avoid clutiering up the
notation.
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GROWTH, DETERMINANTS AND RESPONSIVENESS OF PERSONAL
INCOME AND CORPORATE TAXES: AN ECONOMETRIC ANALYSIS

Madhu S. Panigrahi

Studies on personal income and corporate taxes responsiveness inIndia identify national income
as the major determinant of tax revenue collection. However, national income growth is purely
exogenous when considered from the point of view of tax revenue changes. This leaves us with the
question as to what could be the other major determinants of tax revenue growth and whether they
could be used as suitable policy instruments to affect changes in tax collection as and when desired.
The study finds that number of assessees can be considered as a useful instrument to affect the quantum
of revenue in the case of personal income and corporate taxes. Further average tax rales in the case
of these taxes are no determinants of tax revenues. In terms of responsiveness with respect to both
national income and time, personal income tax is lower than corporate tax and the latter is lower

than excise and customs duties.

The studies on tax sensitivity in India highly
concentrate on non-corporate income tax. These
are basically elasticity studies’ on taxation
empirically relating log-linearly (and estimating)
a ‘cleaned’? time series data of tax revenue with
national income or its related components like
income generated in urban sector and so on. Most
of these studies, however, demonstrate the fact
that national income growth is definitely a major
determinant of both personal income and corpo-
rate taxes revenues. However, national income
growth is purely exogenous when considered
from the point of view of tax revenue changes.
This leaves us with the question as to what could
be the other major determinants of tax revenue
growth and whether they could be used as policy
instruments to affect the former as and when
desired. The answer obviously lies with the idea
that variables like tax rates, number of assessees,
tax evaded, etc., can also be looked as some of
the contributing factors, whether positively or
negatively, to changes in tax receipts. This,
however, needs some empirical testing under
Indian conditions, though theoretically they
sound to be quite appropriate. The supply-siders
in the developed West argue in favour of low
marginal tax rates in order to encourage revenue
growth, for they feel that an inverse relationship®
exists between tax rates and revenues. The theory
of supply-side economics suggests that high tax
rates definitely cause revenue loss and tax rates,
in order to be revenue-maximising, ought to be
fixed somewhere around 50 per cent with minor
deviations in both the sides. It means tax rates can
be considered as an important instrument for
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influencing resource mobilisation. Similarly,
variables like number of assessees and tax evaded
can be said to be empirically determining the fate
of revenue growth. Our objective is to consider
national income growth (or alternatively, growth
of income assessed), changes in tax rates and the
number of assessees as the three major determi-
nants of personal income and corporate taxes
revenue in India and to show their relative
importance. The growth and buoyancy of these
taxes are highlighted inrelation to major indirect
taxes, direct and total Union taxes and national
income.

Sample, Data and Methodology

Income tax throughout the study means per-
sonal income tax unless otherwise staied. The
period covered for the study is from 1965-66 to
1984-85. The main reason forsucha choice is that
most of the macro-economic indicators display
relatively low growth rates immediately after the
industrial deceleration set in in the mid-sixties.
Therefore, either the study period should be from
1950-51 t0 1964-65 or from 1965- 66 10 1984-35
or from 1950-51 to 1984-85. The period from
1950-51 to 1984-85 is very big for a rigorous
analysis, for the degree of association among
variables studied will tend to become low and
further if this period is chosen, there has to be a
break-up of the study into two sub-periods: one,
from 1950-51 to 1964-65 and two, from 1965-66
to 1984-85, so as to understand in reality what
relationship the variables used bear among
themselves. Again the period from 1950-51 to

ent of Economics, Birla Institute of Technology and Science, Pilani. The

author is grateful to the editor of this Journal for his kind comments on an earlier dmaft of this paper.
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1964-65 is not a recent period for which the study
should have been undertaken. Finally, we are left
with the period 1965-66 to 1984-85. The upper
limit of the period is due to the fact that the year
1985-86 marks the beginning of liberalised eco-
nomic policies which involve drastic reduction in
the marginal income and corporate tax rates inter
alia.

The study makes use of the following variables:
Net National Product at factor cost (1980-81
series) at current prices (NI), income tax revenues
(IT), personal income assessed as tax base (P1A),
average income tax rate (AVIT), number of
income tax assessees (NIA), corporate tax reve-
nues (CT), companies’ income assessed (CIA),
average company tax rate (AVCT), number of
company tax assessees (NCA), total Central
direct taxes (DTS) and total Central taxes (T).
These variables are presented in Table 2 along-
with their time rates of growth. The variables
which are used for a limited purpose at the end
but are not given in the above Table include
customs duties, excise duties and total Central
indirect taxes. These variables are not directly
related to the present study. The income tax data
relate to the relevant aggregates of all classes of
non-corporate tax payers(viz.,individuals, Hindu
Undivided Families, registered and unregistered
firms and association of persons). The corporate
taxdata involve companies as covered in All India
Income Tax Statistics. The sources of data are
National Accounts Statistics, CSO, Reports on
Currencyand Finance, RBl and All India Income
TaxStatistics (AIITS). Both AVIT and AVCT are
fully computed variables. They are the respective
ratios of total tax demands on incomes assessed
to total incomes assessed in each category and are
computed from AIITS. Income assessed, as
defined by the AIITS, is equivalent to gross
income (less loss set off + deductions under
chapter VI A of the Income Tax Act). The term
‘assessee’ means aperson or a body by whom any
tax or any other sum of money is payable under
the Income Tax Act, 1961.

In the studies on tax elasticity, usually the tax
yield isa ‘cleaned’ seriesof data. Since this study
attempts to analyse the growth of tax revenues as
a function of average tax rates, national income
or income assessed as tax base and number of
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assessees, there is no need to clean the tax data,
This, therefore, is not an elasticity study but a
study of sensitivity of tax yields with respect to
various tax-related variables.

Two methods have been followed toanalyse the
sensitivity of tax yields viz., simple and stepwise
regressions in log-linear form and time rate of
growth. In finding regression results, the ordinary
least squares technique has been followed
throughout the study. RATS computer package is
made use of in the process of computation. Two
sets of stepwise regressions are used in both the
tax categories. In the case of income tax, the
dependent variable always is IT and the inde-
pendent variables are AVIT, PIA and NIA in one
setand AVIT, Nl and NIA in the other. Similarly
CT is always the dependent variable in the cor-
porate tax case. AVCT, CIA and NCA play the
role of explanatory variables in one setof stepwise
regression and in the other, like in the income tax
case, income assessed (i.e., CIA in corporate tax),
isreplaced by national income (NI). Itis observed
from the following estimated parameters of the
log-linear models

LnPIA=a,+a,L.nNI
and
LnClA=b,+b, LaNI

that the correlation between PIA and NI is weaker
compared to what it is between CIA and NI,
though both the relationships are statistically
significant at one per cent level:

Ln PIA =491225 + 0.28605 Ln NI,

(1=3.92294)

R*= 0461, F = 84201

and

LnCIA =-0.65238 + 0.68154 La NI,
(t=9.06717)

R?=0.820, F = 82.22.

That is why it is interesting and useful to use
income assessed and national income ineach case
alternatively. The time rates of growth are com-
puted by fitting an exponential of the type

Z=ab

where Z is the relevant variable whose growth

rate over time is desired and t stands for time.
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Growth of Taxes

Growth of income and corporate taxes’ yields
along with that of national income is summarised
in Table 1. The Table reveals two things: (i)
income tax yields and national income exhibit
stronger long-run correlation than what it is
betweencorporate taxes and national income, and
(i) the growth of corporate tax receipts deceler-
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atedin the second period, i.e., 1965-66 to 1984-85
and did not keep pace with national income. The
latter could partly be explained by the falling
industrial growth rates and profitability during
that period. The annual compound growth raie of
manufacturing output, for instance, at 1980-81
prices was 6.22 per cent during 1950-51 and
1965-66 and came down to 4.76 per cent later.

TABLE 1. GROWTH OF TAX YIELDS AND NATIONAL INCOME

Year Income Tax Corporate Tax National Income (1980-81
series)

1950-51 4.89 14.50 656
to

1965-66

1965-66 10.86 11.84 1181
10

1984-85

1950-51 8.19 13.01 946
o

1984-85

Note: The compound growth rates presented in the Table are computed on the basis of beginning and end years® values of

variables.

The rates (average and marginal), base and
surcharges associated with these taxes have
undergone drastic changes over the years. The
highest effective marginal income tax rate of
91.75 per cent including surcharges is noticed
during 1971-72, 1972-73 and 1973-74. It may be
recalled that when the income tax was first
introduced in 1860, the maximum effective
marginal tax rate was of the order of four per cent.
And in the era of Long Term Fiscal Policy, the
maximum rate envisaged was 52.5 per cent. The
average income tax rates have been growing
slowly over the years. During the period for which
this study is undertaken, the average rate has
varied between the lowest of 10.9 per cent in
1965-66 and the highest of 17 per centin 1983-84.
The number of income tax assessees registered a
nise from 16.4 lakhs in 1965-66 to 25.2 lakhs in
1977-78 and then has been falling continu-
ously. Personal income assessed has soared
from Rs 1,739 crore in 1965-66 to Rs 3,284 crore
In 1984-85 registering an average compound
growth rate of 3.40 per cent.

The minimum average company tax rate during
1965-66 to 1984-85 was 48 per cent in 1965-66

and the maximum of 60 per cent in 1975-76 and
1976-77.Number of companies, government plus
non-government, increased from 26,765 in
1965-66 10 1,07,369 in 1984-85. But the number
of company tax assessees remained almost
unchanged fluctuating between 10,000 and
15,000 with signs of decline over the last few
years. The companies’ assessed income has risen
at an annual rate of 8.43 per cent from Rs 389
crore in 1965-66 to Rs 1811 crore in 1984-85.

Determinants of Tax Yields

The stepwise regression results are presented in
Tables 3 and 4 %or income tax and in 5 and 6 for
corporate tax. Equations (1), (2)and (3) show the
sensitivity of income tax receipts separately with
respect to average tax rates, income assessed and
number of assessees respectively. The variations
explained by AVIT in the dependent variable IT
is 76 per cent and by PIA is 64 per cent. In both
the cases the computed t- and F-values are sta-
tistically significant, meaning thereby that both
the variables contribute to the changes in income
tax receipts. The only thing isthat the relevant
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elasticity in equation (1) should have been neg-
ative if the supply-siders’ tenet of inverse rela-
tionship between tax rates and tax revenues is to
be satisfied. It may be remembered here that the
supply-siders’ observations of such arelationship
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is based on marginal tax rates which vary across
individuals and sectors of the economy and not
on average tax rates. NIA is inversely related to
IT but the relationship is statistically insignifi-
cant.

TABLE 3. STEPWISE REGRESSION FOR INCOME TAX WITH ‘INCOME ASSESSED’ AS TAX BASE

Equation Dependent Intercept Regression Regression Regression R? F
No. Variable Coefficient for Coefficient for Coefficient for
AVIT PIA NIA
1) T -6.90909 5.08643** 0.759 56.72
(7.53075)
2) IT -8.25651 1.85300** 0.636 31.45
(5.60816)
3) IT 8.58747 -0.65579"™ 0.068 132
(-1.14987)
4) IT -9.87612 3.57778%* 0.86791* 0.832 42.04
(4.44904) Q71177 i
) IT -6.79733 5.07036%* -0.02377 0.759 26.79
(6.98251) (-0.07624)
(6) IT -7.39276 2.24567** -1.39280** 0916 92.84
(13.10694) (-7.53437)
7) T -7.98315 0.98461™ 1.90879** -1.15951** 0.923 64.02
(1.20430) (5.83969) (-4.35724)

Notes: (i) Figures in the parentheses are t-values;
(i) * implies five per cent level of significance;
(iii) ** implies one per cent level of significance;
(iv) NS implies ‘not significant’.

Equation (4) shows the responsiveness of
income tax revenues with respect to tax rate and
tax ‘base’ jointly. Further equations (5) and (6)
demonstrate the inter- relationships with AVIT
and NIA as explanatory variables in the former
and with PIA and NIA in the latter. Looking at
these three equations, it is easy to conclude that
PIA and NIA together are more significant
determinants of income tax revenues than AVIT
and PIA or AVIT and NIA taken together sepa-
rately. This is evident from the high R?, t- and
F-values associated with equation (6). The same
result is borne out by the last equation of Table 3
where AVIT only is statistically insignificant
among the three variables included in the right
hand side. PIA and NIA finally emerge as the most
significant determinants of income tax receipts.
This is further made clear from the very fact that
R? undergoes marginal change from 0.916 to
0.923 when AVIT as an additional variable is
introduced in equation (7). Is the mean average
tax rate not an important tax variable affecting the
growth of tax receipts? The answer, of course, is
positive but it requires some explanation. First,

the average tax rate is a computed variable from
the already determined factors like total tax
demand and total income assessed. A close
perusal of equation (1) will reveal that this is
nothing but the established relationship between
income tax revenues on the one hand and the
difference between the log of total income tax
demand and total income assessed on the other,
ie., InIT = - 6.90909 + 5.08643 (In of total tax
demand - In of total income assessed). This fol-
lows straight from the very definition of average
tax rate. It means that the computed average tax
rates are more of pre- determined type than of
endogenous nature. It is on this ground that the
supply-siders never approve of the use of average
rate as a tax variable, Second, the tax payers face
the marginal tax rates and this, therefore, should
have significant relation with tax revenues.
However, such an empirical testing is practically
implausible at least in the Indian context where
so many rates are found to prevail for different
income brackets. The seemingly viable conclu-
sion that emerges from the above analysis and
going by what the supply-siders would advise, is
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that average tax rate is an inappropriate tax
variable and not that tax rate-revenue relationship
is so weak as to force us to wipe out tax rate from
the group of variables that determine significantly
the volume of tax receipts. What then are the
Finance Ministers going to do in future for
additional resource mobilisation? Further, the
growth of the unsanctioned underground subter-
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ranean parallel black economy has helped the
researcher to prove a weak relationship between
tax rates and revenues even when a correct mar-
ginal tax rate is made available. It seems rea-
sonable to conclude that in a developing black
economy like India a revenue-maximising tax
rate, if it exists, does not necessarily maximise
revenue and, therefore, it loses its feature.

TABLE 4. STEPWISE REGRESSION FOR INCOME TAX WITH NATIONAL INCOME AS TAX BASE

Equation Dependent  Intercept Regression Regression Regression R? F
No. Variable Coefficient for Coefficient for Coefficient for
AVIT
(8) IT 3.79159 0.9507 1 +* 0943 297.80
(17.26055)
(&) IT -4.53799 0.69664™S 0.84947** 0947 150.59
(1.06219) (1.72378)
(10) IT -6.49453 1.04927** 0.55848** 0983 471.22
(29.81338) (6.19689)
an IT -6.63690 0.17648™ 1.02192** 0.54883** 0983 302.96
(0.44715) (14.39333) (5.78864)

Notes: (i) Figures in the parentheses are t-values;
(ii) ** implies one per cent level of significance;
(iii) NS implies ‘not significant’.

The regressionresults presented in Table 4 have
Nl in place of PIA. The analysis of Table 4 is not
much different from that of Table 3. Equation(11)
summarises the interrelationship between IT on
one hand and AVIT, NI and NIA on the other.
The analysis does not undergo major change here
excepting that R? improves and moves towards
unity because of the replacement of PIA by NI.
Thus PIA or NI and NIA turn out to be the major
contributing factors to income tax revenues,

Similar conclusions are arrived at in the case of
corporate tax. Equation (12) explains the rela-
tionship between corporate tax collection and
average company tax rates which is shown to be
very weak. Similarly equations (13) and (14)
explain statistically strong empirical relationship
between the dependent variable (CT) and the
respective explanatory variables CIA and NCA.
Equations (15), (16) and (17), when compared,
display the importance of CIA and NCA asfactors
determining the quantum of revenue collected.
This result is finally contained in equation (18)
which displays strong positive and negative cor-
relations of CIA and NCA respectively with CT.
The three variables, namely, AVCT, CIA and

NCA taken together determine 86 per cent of the
variations in CT which isreflected in terms of the
estimated coefficient of multiple determination
(R?) value. The computed t-statistic and F-values
justify the priorities assigned to factors like CIA
and NCA.

Equations (19), (20), (21) and (22) display
similar interrelationship with the difference that
CIAisreplaced by NI, as in the income tax case.
Though the R’-values have improved upto 0.977
in equation (22) from 0.858 in equation (18), the
t-statistics associated, with NCA have become
insignificantin both the equations of Table 6. That
is because NI and NCA are muiticolinear vari-
ablesindicating statistically significant zero order
correlation of the order of - 0.67. In any case,
looking at both the Tables of regression results of
corporate tax, it is not difficult 10 conclude in
favour of CIA or NI and NCA as the most
important determinants of CT under Indian con-
ditions. That is, the most imporant factors
determining corporate tax changes are
companies’ income assessed (ornational income)
and number of assessees. Companies’ average tax
ratc does not have any say over this.
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TABLESS. STEPWISE REGRESSION FOR CORPORATE TAX WITH ‘INCOME ASSESSED’ AS TAX BASE
Equation Dependent  Intercept Regression Regression Regression R? F
No. Variable Coefficient for Coefficient for Coefficient for
AVCT CIA NCA
12) CcT -4.92650 2.8946 1 0.063 121
(1.09871)
(13) CT -2.88485 1.39262** 0.811 77.06
(8.77882)
(14) CT 13.12654 -2.63002** 0.394 11.69
(-3.41984)
(15) CcT -4.65964 0.46834™ 1.37782** 0812 3670
(0.3750% (8.23647)
(16) CT 0.16040 3.27365 -2.69077** 0474 7.66
(1.60977) (-3.64545)
a7 cT 0.75936 1.21097** -0.97679* 0.851 48.56
(7.22838) (-2.15191)
(18) CcT -2.69905 0.99351™S 1.16429** -1.05895* 0.858 32.23
(0.86890) (6.57448) (-2.26805)
Notes: (i) Figures in the parentheses are t-values;
(ii) * implies five per cent level of significance;
(1ii) ** implies one per cent level of significance;
(iv) NS implies ‘not significant’.
TABLE 6. STEPWISE REGRESSION FOR CORPORATE TAX WITH NATIONAL INCOME AS TAX BASE
Equation Dependent  Intercept Regression Regression Regression R? F
No. Varable Coefficient for Coefficient for Coefficient for
AVCT NI NCA
(19 cT -5.99477 1.14879*#* 0974 674.52
(26.13659)
(20) CcT -4.66702 -0.35965 1.15906** 0975 331.57
(-0.78248) (25.01807)
21) cT -6.64196 1.17521** 0.14503™ 0975 331.50
(19.88321) (0.68142
(22) CcT -5.07865 0.51780" 1.20419** 0.22308 0977 335.38
(-1.06434) (18.56332) (0.99444)

Notes: (i) Figures in the parentheses are t-values;
(ii) ** implies one per cent level of significance;
(iii) NS implies ‘not significant’.

Responsiveness of Tax Yields

The responsiveness of both income and cor-
porate taxes’ yields is visualised in terms of their
maintained relation with national income and
time. The relevant elasticity coefficients in
equations (8) and (19) above are the buoyancy
coefficients of income and corporate taxes
respectively. These are compared with the
buoyancy coefficients of total direct taxes, major
indirect taxes and Union taxes in Table 7. The
time rates of growth are also given in the Table
as indicators of tax responsiveness.

The Table basically highlights the low respon-
sive feature of Indian personal income tax as
compared to any direct and/or indirect taxes or

group of taxes. Our finding of the order of the
buoyancy coefficient of income tax is similar to
that of Nambiar and Joshi [1974] in which the
coefficient is found to be of the order of 0.9878
for the period 1960-61 to 1969-70. However,
according to Rao [1979] and Khadye [1981], the
buoyancy coefficients of personal income tax
were more than unity for their respective periods
of study. The major conclusion which can be
derived from the above analysis is that undoubt-
edly it can be said that buoyancy coefficient of
income tax in India is around unity irrespective
of the period studied. This generalisation does not
hold good in the case of elasticity studies on
income tax which have found the coefficient of
built-in- flexibility to vary between 0.5 and near
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to unity. The buoyancy coefficient of Indian
corporate tax is shown as equivalent to 1.14879
which is slightly on the higher side of both the
estimates of Nambiar and Joshi (1974) for the
period 1960-61 to 1969-70 and of Rao (1979) for
the period 1960-61 to 1973-74. Comparing these
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coefficients of income and corporate taxes with
those of the major indirect taxes, one finds that
the latter are certainly more responsive than the
former and income tax is the least responsive of
all the taxes considered. The time rates of growth
portray a similar picture.

TABLE 7. BUOYANCY COEFFICIENTS AND TIME RATES OF GROWTH

Tax Buoyancy R? Regression R? F Time Rate
Coefficient Coefficient of Growth

1. Income Tax 0.95071 0.943 297.80 0.10502 0.960 429.81 11.07
(17.26055) (20.73182)

2. Corporate Tax 1.14879 0.974 674.52 0.12588 0.976 722.57 13.41
(26.13659) (26.88070)

3. Direct Taxes 1.10655 0.979 842.00 0.12141 0.983 1038.39 12.91
{29.01700) (32.22402)

4. Customs Duties 1.40269 0.956 393.05 0.15297 0.948 332.10 16.53
(19.82450) (18.19982)

5. Excise Duties 1.21028 0.988 1474.04 0.13312 0.997 5765.06 14.24
(38.39331) (75.92800)

6. Indirect Taxes 1.27329 0.991 2016.93 0.13965 0.994 3151.85 14.99
(44.91024) (56.14113)

7. Union Taxes 1.23073 0.990 1868.99 0.13498 0.994 2839.14 14.45
(43.23178) (53.30686)

Notes: (i) Figures in the parentheses are t-values;

(ii) all the regression coefficients are statistically significant at one per cent level;
(iii) antilog of the elasticity coefficient minus one multiplied by 100 gives the time rate of growth.

Conclusion

Among the major determinants of income and
corporate taxes figure national income (or income
assessed as tax base) and number of assessees.
Income assessed as tax base inthe case of personal
income tax maintains relatively weaker correla-
tion with national income than what it is in the
corporate tax category. Average income and
corporate tax rates are inappropriate tax variables
and bardly explain variations in quantum of
revenue collection. Personal income tax main-
tains a low profile in terms of its responsiveness
with respect to national income and time, as
compared to corporate tax, or to direct and total
Union taxes: The major direct taxes in India, in
general, are of less responsive nature compared
to major indirect taxes. Aggregate marginal tax
rates, if found, might establish a good degree of
association with revenue collection in the case of
income and corporate taxes and thereby turn out
to be determining sound policy instruments.

NOTES

1. Some of the elasticity studies on taxation are those of
Sahota [1961], Jain [1969], Nambiar and Joshi [1974], Gupta
[1978], Rao [1979], Khadye [1981] and Bagchi and Rao
[1982].

2. ‘Cleaning’ of the tax data means adjusting the series so
as to remove the effects of the changes made in the base and
the rates through legislative measures , i.e., discretionary
changes. Some of the studies contributing to the development
and use of methods for separating discretionary changes from
the historical tax data include Prest [1962], Singer {1968],
Mansfield {1972], Baas and Dixon [1974], Byme [1979] and
Choudhari [1979].

3. Fullerton [1984], Grieson [1984] and Laffer-Ranson
[1979], among others, contribute 1o the idea of an inverse
relationship between tax rates and tax revenues. The exactrate
structure of a revenue-maximising tax policy, however,
depends on the position of the economy under consideration
vis-a-vis the Laffer Curve. The idea of detemmining the
position of an economy on the Laffer Curve comes from
Fullerton [1984],among others. Fullerton considers the labour
supply elasticity (i.e., the percentage change in labour supply
due to percentage change in the after-tax wage raie) as a
premier variable to decide about the fate of the economy to
fall in ‘normal’ or ‘prohibitive’ ranges of the Laffer Curve.
His model in the context of the US economy suggests that if
labour supply elasticity is 0.15, the revenue-maximising tax
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rate on gross labour income is 71.8 per cent. Al the other
extreme, if Tsbour supply elasticity is 4.00, the revenue-
maximising tax rate is 4.8 per cent. His results corroborate the
apriori idea that the higher the labour supply elasticity, the
higher the probability that a given tax rate will fall in the
prohibitive range of the Laffer Curve.
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MOBILISATION OF STATE’S TAX REVENUE (1958-59 TO 1988-89)
A STUDY IN ORISSA

Shibalal Meher

The main objectives of the study are to examine the growth and structure of the tax revenue and
the additional measures taken by the State Government for mobilising its tax revenue. This is done
in the context of a time-series analysis in Orissa. Empirical results show that the growth, structure
and additional mobilisation of tax revenue after the Emergency changed for the better from that

before the Emergency. The political stability seems to play a major role in this context.

INTRODUCTION

In a federal government like India, there exists
abuilt-in imbalance in the financial resources and
functions of the Central and State Governments.
While almost all the important and expansionary
sources of revenue like customs, excise duty,
income tax and corporation tax are allocated to
the Central Government on consideration of
administrative efficiency, State Governments are
assigned expenditure responsibilities with regard
to social and developmental items on consider-
ation of autonomy. In this federal set up, while
resources have increased in the account of Central
Government, need for spending has increased in
the case of State Governments, bringing out the
fact that whereas the Central Government has
surplus resources in relation to responsibilities,
the states have a shortfall in own resources vis-
a-vis the responsibilities. The imbalance has led
toa general strain on state finances. Though there
is a transfer of resources from the Central Gov-
ernment to the states to correct thisimbalance, the
states are needed to raise more revenue to finance
the increasing expenditures. It is, therefore, nec-
essary on the part of the state governments to put
in more efforts for mobilising additional
resources.

Resources are mobilised in a state both in the
form of capital and revenue receipts. The focus
in this paper is on revenue receipts. Revenue
receipts of a state comprise State’s own tax
revenue, own non-tax revenue and revenue
transferred from the Centre, While a State’s own
revenue, tax and non-tax, signify resource
mobilization by the state, the last item is com-
pletely dependent on the Central Government, the
Finance Commission and the Planning

Commission. As such this latter category cannot
be used for the projection of State’s revenue.
Within the state’s own revenue, tax revenue
emerges as the dominant source of revenue. It is
used also as an instrument to subserve other
objectives such as, for example, ttansferring
resources from one section of the community to
the other in the interest of equity. Further, the
State’s own tax revenue has been divided into
three parts: that from (i) taxes levied, collected
and appropriated by the State; (ii) taxeslevied and
appropriated by the State, but collected by the
Centre; and (iii) taxes levied by the Centre and
collected either by the Centre or by the State, but
appropriated by the State.! Of these three cate-
gories, only the first two can be regarded as the
State’s own tax revenue as the State has the
decision making power only over them. It can
manipulaie the tax to suit its revenue needs. On
the other hand, for the third category the State has
no control to manipulate the tax to suitits revenue
needs and hence, cannot be considered as the
State’s own source of the tax revenue.

The present paper makes an attempt to examine
the performance of tax mobilisation in the state
of Orissa over the period 1958-59 to 1988-89.
During this period, the state had a peculiar
political structure (See Table 1). A national
Emergency had been imposed in the country
between June 1975 and January 1977. Orissa had
seen frequent changes in the governments before
the Emergency, many of which did not even
complete their term of five years, However, there
was a remarkable improvement in the political
situation in the state after the Emergency. This
change in the political system makes itinteresting
to study the mobilisation of the state’s revenue.

Shibalal Meher is a Research Associate in the Nabakrushna Choudhury Centre for Development Studies, Bhubaneswar.
The author is grateful to R.S. Rao and M. Govinda Rao for their valuable suggestions a:g‘l‘é.c. Samal for his valuable
comments on the earlier draft. The author is also thankful to an anonymous referee and the Editor of the Journal for making
and suggesting numerous improvements on an earlier draft of this paper. The responsibility for any error rests solely with the

author.
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METHODOLOGY

Time Period Covered

With the main objectives of analysing the
growth and structure of tax revenue and esti-
mating the discretionary measures taken by the
State Government for mobilising additional tax
revenue, the time period taken in the analysis is
from 1958-59 to 1988-89. Furthermore, to
observe the change in structure we have divided
the total time period into three parts, viz., Pre-
Emergency, Emergency and post-Emergency
periods.? The structure of tax revenue in the
post-Emergency period has been compared with
that of the pre-Emergency period. One major
hypothesis advanced is that after the imposition
of the Emergency the stability of the political
systern did change the structure of tax mobilisa-
tion in the state.

Models and Techniques Used

The techniques of regression analysis have been
used to estimate the growth rates of tax revenue
and to test the structural change in tax revenue
between pre-Emergency and post-Emergency
periods. Semi-logarithmic models have been used
for the above purposes.

Growth rates have been estimated by using the
semi-logarithmic model log Y =log a+ tlog b,
where y is per capita revenue and t is time period.
The growth rate is given by (b-1) x 100.

To test the structural change in tax revenue
dummy variable technique is used. The purpose
is to observe whether there is a significant jump
in the intercept and change in the slope of tax
revenue during the post-Emergency period. The
following model is used for this purpose.

Logy=a+bt+¢D, +¢,D,+eZ,+e,2Z, +¢,
where y and t are as mentioned earlier and D, takes
the value 1 for pre-Emergency period and 0
otherwise and D, takes the value 1 for post-
Emergency period and O otherwise;

Z=Dg, for i=12.

The responsiveness of the tax structure has been
estimated by regressing tax revenue on state
wncome. For this purpose a double-logarithmic
model has been used. The response of the tax
structure for a change in state income has been
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estimated by using the revenue exponential
function y = a x°, which in logarithmic form
becomes log y = log a + b log x, where y is the
per capita revenue and x per capita Net State
Domestic Product. In assessing the potential
power of a tax system to generate additional
revenue the concepts of elasticity and buoyancy
are used, where the elasticity of tax measures the
automatic response of revenue to the change in
income and buoyancy of tax, the total response of
tax revenue to the change in income.?

Measurement of Buoyancy and Elasticity

The buoyancy coefficient is derived simply by
regressing the gross tax receipts on the income.
On the other hand, the elasticity coefficient is
obtained by regressing the adjusted tax series
(after ‘cleansing’ the effect of discretionary
changes) on the income. In consequence, the
measurement of elasticity, unlike that of buoy-
ancy, is a little complicated one. In deriving the
former, one has toadjust the figures of tax revenue
to remove the effect of discretionary changes
made from time to time. Furthermore, tax revenue
in a year is not only influenced by the discre-
tionary change in that year, but also influenced
by the changes made in the past. Hence, in
segregating the effects of discretionary changes
itis necessary to adjust not only the change made
in a given year but also the changes made in the
carlier years. .

For estimating elasticity of tax revenue several
methods have been suggested in the literature.
These include proportional adjustment method,
constant rate structure method, Dummy variable
method and Divisia index approach.

The present study uses the proportional
adjustment method to estimate the elasticity
coefficients, as this method requires only the
budget estimates of the tax yield from the pro-
posed discretionary changes for adjusting the
revenue series. This method isalso relatively easy
to handle statistically. It adjusts the tax yicld for
each year in the sample period to derive a tax
series which is based on the structure of rates and
exemptions prevailing during a reference year
chosen within the sample period. In the present
study the initial year, i.e., 1958-59, has been
chosen as the reference year. In attempting to
adjust the revenue of the subsequent years to the
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structure of the reference year, the method first
eliminates the estimated effect of discretionary
change in the year of change and then subtracts
from adjusted yield of each subsequent year an
amount of revenue imputed to the concerned
discretionary change on the assumption that the
effects of the change grows at the same rate as
total tax revenue [Chelliah and Chand, 1974].

With the help of the above method, the adjusted
tax revenue series can be estimated as follows:

Tl,l = T

T,, = T,-D,
(T;-D,-T)

T,

The expression in the parenthesis represents the
estimated automatic growth in revenue between
the second year and the third year. Thisis adjusted
forthe effect of discretionary change inthe second
year to provide an estimate of the automatic
growth in terms of the reference year’s tax
structure.

The above equation can be simplified as:

T, = T+

1,2

T TI,Z
3 = (T,=Dy) ‘-ﬁ
In general
Tos
Tl,j = (Tj - Dj) _’1__1‘_'11

1
Where T; denotes the actual yield in the j-th year,
D; be the effect in the j-th year of the
discretionary change in that year, and
T, ; denotes the collection of tax in the j-th
year adjusted to the structure of the
reference year.

RESULTS AND DISCUSSION

Growth and Structure of Tax Revenue

The tax revenue of the state has increased
enormously over time. The per capita tax revenue
increased from Rs 4.09 in 1958-59 to Rs 132.93
in 1988-89 (Table 2). During the same period per
capita tax revenue as a percentage of per capita
State Domestic Product (SDP) of the state
increased from 2.16 per cent to 5.45 per cent
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(Table 3). This shows that tax collection for an
income of Rs 100.00 had increased from Rs 2.16
in 1958-59 to Rs 5.45 in 1988-89. This seems to
be a very low proportion despite a faster growth
of per capita tax revenue than that of per capita
SDP. While per capita SDP had grown at the rate
of 8.74 per cent per annum from 1958-59 to
1988-89, per capita tax revenue had grown in the
state at the rate of 12.08 per cent during the same
period (Table 4). The percentages of individual
taxes to SDP varied from 0.03 percent in the case
of entertainment tax to 0.68 per cent in the case
of 1and revenue in 1958-59 and 0.08 per cent in
the case of entertainment tax and land revenue to
3.08 per cent in the case of sales tax in 1988-89.
The entertainment tax as a percentage of SDPhad
remained lowest throughout this period indicat-
ing the least effort made by the state from this
source. On the other hand, sales tax as a
percentage of SDP remained highest since the
1960s, showing the greater effort of the state in
mobilising resources from this source. Though
the effort of the state in mobilising revenue from
sales tax is the highest, a percentage share of 3.08
in SDP seems to be too low.

The growth of per capita tax revenue shows
varied trend (Table 4). While electricity duty
shows the highest growth of 20.15 per cent per
annum followed by sales tax of 14.14 per cent,
land revenue shows the lowest growth of 2.74 per
cent. Excise duty has agrowth rate lower than that
of the overall growth rate. This may be due to the
prohibition policy adopted by the state from time
to time. It may also be seen from the table that
taxes on stamps and registration as well as the
motor vehicles tax grew at a lower rate, while
sales tax, electricity duty and entertainment tax
grew ata higher rate than the overall growth rate.

Consequent upon the low growth rate, the per-
centage share of land revenue had shown a
marked decline over time. While the share of land
revenue in State’s total tax revenue was31.56 per
centin 1958-59, it declined to a meagre share of
1.53 per cent in 1988-89 (Table 5). The land
revenue along with stamps and registration fee
and agricultural income tax may be termed as
direct taxation, which had a declining importance
over the years. While the share of revenue from
these sources was more than 40 per cent in
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1958-59, this declined to less than 8 per cent in
1988-89. On the other hand, the rest of taxes,
which may be termed as indirect taxes, grew in
importance over time. Their combined share
increased from less than 60 per cent in 1958-59
to more than 90 per cent in 1988-89. Much of the
share came from sales tax, electricity duty and
motor vehicles tax. Although sales tax alone had
a share of 56.46 per cent during 1988-89, that of
electricity duty was 17.05 per cent followed by
motor vehicles tax of 9.48 per cent.

It is observed from the above that while direct
taxation declined in importance as a source of
revenue to the state, indirect taxation became
more important over time. The increasing
importance of indirect taxation in the state may
be due to the fact that important direct taxes fall
outside the purview of the state government
leaving it with the alternative of levying indirect
taxes more intensively to finance the increasin%
expenditure. Furthermore, the tax-illusion
involved in such taxes and the greater compliance
in respect of these taxes which probably results,
may also explain the greater reliance on indirect
taxes. On the other hand, the declining importance
in the direct tax in the state seems to be mostly
due to the political pressure. It is interesting to
observe that though the share of income from
agriculture in total SDP was more than 50 per cent
in 1988-89, tax from agricultural land and prop-
erty was less than 8 per cent of the total tax
collection. The agricultural income tax had been
abolished since 1979-80. Though it had a meagre
share in the State’s exchequer, it could have been
mobilised more, if it were not abolished, as the
concentration of land is more in the hands of the
top few people. However, the influence of landed
elite in the decision-making process seems to
make the state choose the policy of vote maxi-
misation, instead of revenue mobilisation with
equity, as the objective [Gupta, Radhakrishna and
Sarma, 1971, Pp. 184-192]. In this regard, the
recommendation of the Chelliah Commitiee
report, which was recently presented to the
Central Government, ‘o bring under the purview
of central income tax agricultural incomes in
excess of Rs 25,000/- of those non-agricultural
assesses whose non-agricultural incomes are
above the exemption level’ [Chelliah, 1993, Part
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I, para 3.69], is a step to be welcomed.

The foregoing analysis of the trends in the yield
of major state taxes brings out the relative
importance of sales tax and electricity duty for the
state exchequer with sales tax having the domi-
nating significance. It is also observed that the
importance of taxes has undergone changes over
time in terms of their absolute and relative con-
tributions.

Changes in the Structure of State's Tax Revenue

In the preceding section we have analysed the
growth and structure of State’s tax revenue during
the period 1958-59 to 1988-89 with an implicit
assumption that the revenue grows at a constant
rate over time. Now we shall consider the struc-
ture of tax revenue before and after the Emer-
gency.

The overall tax revenue grew at a greater rate
in the post-Emergency period. The tax revenue,
which was growing at the-compound rate of 9.87
per cent before the Emergency increased at a rate
of 15.87 per cent after the Emergency (Table 4),
indicating that the State had mobilised its tax
revenue toa greater extent inthe post-Emergency
period. The tax revenue at the disaggregated
levels also grew at a higher rate in the post-
Emergency period than in the pre-Emergency
period, except electricity duty and entertainment
tax. Land revenue which had a negative growth
during the pre-Emergency period, showed posi-
tive growth after the Emergency. Sales tax, which
had growth rates higher than that of the tax system
as a whole in the pre-Emergency period, contin-
ued to remain higher after the Emergency. Stamps
and registration fee and excise duty which had
growth rates lower than that of total tax system in
both the periods, showed better performance in
the post-Emergency period compared to that in
the pre-Emergency period. Motor vehicles tax,
which had a lower than overall growth rate before
the Emergency showed higher rate after the
Emergency. The above observation of increasing
growthrate of taxes after Emergency showed the
increasing effort on the part of the state in
mobilising its tax revenue.

The change in the structure of total tax revenue
as well as tax revenue at the disaggregated levels
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can be observed from Table 6. The total tax
revenue shows significant change in the intercept
and slope after the Emergency indicating com-
plete change in the structure of tax revenue. The
individual taxes also show significant change in
their intercepts and slopes, exceptelectricity duty
and the land revenue which show only significant
change in slopes. This shows that the structure of
taxes after the Emergency is completely different
from that before the Emergency. The Emergency
had created political awareness by making for
more stability in the govemment after the
Emergency. This had made it easier for the state
to mobilise more tax revenue, which is reflected
in higher slope coefficients of taxes after the
Emergency.

Additional Tax Mobilisation

The growth in the tax revenue discussed in the
previous sections were due to the effort of the state
in increasing mobilisation of additional tax rev-
enue. As can be seen from Table 7, the State made
its effort to mobilise additional tax in each and
every year (with the exception of a few years).
However, this additional tax mobilisation is not
duetothe exploitation of all the taxes in each year.
The state had mobilised sales tax on alarger scale,
followed by excise duty and electricity duty. On
the other hand, the contribution of all other taxes
was very low. All these had changed the relative
importance of different taxes in the State.

Buoyancy and Elasticity of Tax Revenue

The additional measures taken by the State
Government differ from tax to tax due to their
differing rates of automatic growth. Hence, it
would be worthwhile to enquire into the extent of
tax effort and the aytomatic growth of tax revenue
in the state. From Table 8 it can be seen that the
tax system as a whole is buoyant in the sense that
the buoyancy coefficient is greater than unity.
This indicates that the tax system as a whole has
a revenue generating capacity more than pro-
portionate to that of response to increase in SDP.
Thisisalso observedin the case of all taxes except
land revenue, which has a less than proportionate
revenue generating capacity relatively to that in
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responsetoincrease in SDPand excise duty which
has, more or less, a proportionate revenue gen-
erating capacity. On the otherhand, the tax system
as a whole is observed to be inelastic in the sense
that the elasticity coefficient is less than unity
(Table 9). This shows that the automatic response
of tax system as a whole to an increase in SDP is
less than proportionate. This is also observed in
the case of all the individual taxes except sales
tax which has a more than proportionate auto-
matic response for an increase in SDP. The less
than proportionate automatic response of the tax
system to a change in SDP indicates the lack of
built-in-flexibility of the taxes.

The sales tax, which is the most important
source of tax revenue, is highly buoyant and is

" also income elastic. The value of elasticity coef-

ficient shows that sales tax structure is such that
even if there had been no change in the tax
parameters in successive years, the revenue from
this tax would have grown at least at the same rate
as the SDP. The high degree of buoyancy of sales
tax is primarily due to its high degree of elasticity.

The sales tax and the electricity duty have the
buoyancy coefficients higherthan that of total tax
revenue. Electricity duty has the highest buoy-
ancy of 1.95, followed by sales tax of 1.57. Land
revenue has the lowest buoyancy of 0.38, while
excise duty has the buoyancy coefficient nearly
of unity, all other taxes having more than unitary
coefficients, indicating that revenue from these
taxes has changed more than proportionately to
the change in income {Table 8).

The sales tax, which has buoyancy coefficient
more than that of the State’s taxation as a whole
is the only elastic source of tax revenue. On the
other hand, electricity duty, which hasthe highest
buoyancy coefficient, has the lowest elasticity
coefficient (except for land revenue, whose
coefficient is not significant). The elasticity
coefficient of motor vehicles tax is slightly lower
than unity. We find that, sales tax, motor vehicles
tax, stamps and registration fee and entertainment
tax have the elasticity coefficients higherthan the
state’s average (Table 9). This indicates thatthese
taxes have more automatic response tothe change
inincome than the over all tax sysiem has.

The foregoing analysis shows that though Sta-
te’s taxes as a whole lack built-in-flexibility
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mobilisation of additional tax revenue comes
through change in tax parameters. However, the
extent of tax mobilisation through changing tax
parameters differs from tax to tax. The difference
between the elasticity and buoyancy coefficients
shows the impact of discretionary measures and
can be seen from Table 10. The highest impact of
discretionary changes comes from electricity duty
and the lowest from land revenue. The magnitude
of effort made through electricity duty and excise
duty is higher while that through land revenue,
motor vehicles tax, stamps and registration and
entertainment tax is lower than that of the overall
tax system of the state. The effort made through
sales tax is slightly lower than that of the overall
tax system.

The Effects of Price in Tax Mobilisation

Besides the effects of various legislative
changes in tax parameters, the persistent rise in
price greatly affects the tax yield. Thisisbecause,
the SDP at current prices is inflated by the rise in
price, so that the tax may be more responsive to
price than the real SDP. However, an ideal tax
system is such that it responds more than pro-
portionately to the growth of the real SDP and at
least proportionately to the rise in prices. The
effects of price can be seen from Tables 11 and
12. Table 11 shows that the tax system as a whole
exhibited a buoyancy of less than unity with
respect to real SDP and more than unity with
respect to price indicating that the State has an
inflation-induced gain in tax revenue. This is also
observed in the case of individual taxes, except
in the case of electricity duty, which has both
inflation-induced gain in tax revenue and a high
level of buoyancy.

The partial elasticities of different taxes show
even worse results than the partial buoyancies. It
may be seen from Table 12 that the tax system as
awhole has less than unitary income elasticity as
well as price elasticity. This shows that in the
absence of discretionary changes the automatic
growth of tax revenue is Iess than proportionate
foran increase in real SDP. Atthe same time there
is less than proportionate response to the change
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in price level as weil.

From the above observation it may be inferred
that though with the increase in the discretionary
measures the taxes respond more than propor-
tionately to the change in income, a higher per-
centage of change in tax revenue comes from the
increase in prices rather than the increase in real
SDP, except in the case of electricity duty, the
change in respect of which comes from both the
increase in real SDP and price level.

Change in the Additional Tax Mobilisation

So far we have discussed the additional tax
mobilisationthrough discretionary changes of tax
parameters in the whole period. However, there
is a change in discretionary measures after the
Emergency. From Table 13 it may be observed
that the tax system as a whole in both the sub-
periods is buoyant but not elastic. The magnitude
of efforts after the Emergency is seen tobe higher
than that in the period before the Emergency. The
impact of discretionary measures also differs
from tax to tax in the post-Emergency period as
compared to that in the pre-Emergency period.
However, the magnitude of efforts after the
Emergency is seen to be higher than that in the
period before the Emergency. The impact of
discretionary measures also differs from tax to tax
in the post-Emergency period as compared that
in the pre-Emergency period. While none of the
taxes is found to be elastic in both the periods the
situation in respect of buoyancy in the twoperiods
is as follows. Land revenue has the buoyancy
coefficient less than unity in both the periods.
Excise duty, stamps and registration fee became
more buoyant after the Emergency, which could
be possible due to the frequent change in the tax
parameters. Though electricity duty has the
highest change in tax parameter in both the
periods, the declining importance is observed
after the Emergency. Sales tax also shows a
declining importance in effort after the Emer-
gency.

The above analysis shows relative change in the
importance of taxes in respect of additional
resource mobilisation after the Emergency. The
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importance of sales tax and electricity duty in
respect of additional measures has declined after
the Emergency. Whether this has been due to their
higher burden before the Emergency needs fur-
ther study. At the same time the additional mea-
sures have increased revenue in the case of excise
duty, motor vehicles tax and stamps and
registration fee. On the whole, the discretionary
measures have increased total tax revenue in the
post-Emergency period as is evidenced by the
difference between buoyancy and elasticity
coefficients for the tax system as a whole in the
two periods. This increase in additional tax
mobilisation may be attributed to the change in
the political system in the state which became
possible after the imposition of the Emergency.
The greater stability in the political party in power
gave the party more access to additional tax
measures, resulting in greater mobilisation of tax
revenue in the State.

SUMMARY AND CONCLUSIONS

The tax revenue of the State increased enor-
mously over the period in the study. During this
period the relative importance of taxes had
changed. Land revenue, which had the highest
share initially, declined to a meagre share. On the
other hand, sales tax got the dominating signifi-
cance with more than 50 per cent of share in the
total tax revenue. The growth and structure of tax
revenue after the Emergency changed signifi-
cantly from those before the Emergency. The
level of tax revenue and its rate of growth
increased significantly from that before the
Emergency. The additional mobilisation of tax
revenue after the Emergency also increased from
that before the Emergency. This significant
change in the mobilisation of tax revenue after the
Emergency coincides with the stability of the
political system in the State, which is the result
of the imposition of national Emergency.

NOTES

1.Fora detailed classification, see Gupta and Sarma [1971].
2. The national Emergency imposed for the years 1975-76
and 1976-77, possibly had the impact on the revenue structure
in the years following the Emergency years. Hence, the period
1976-77 10 1977-T8 is taken as the Emergency period in our
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study.

3. Changes in the yield resulting from the changes in its
base, rate structure or administrative measures backed bylegal
action are called discretionary changes. Keeping these
changes constant, changes in tax yield resuling from the
variation in income are called automatic changes, which
provide us with a measure of elasticity of tax. On the other
hand, buoyancy of tax revenue takes into account both
automatic and discretionary changes in tax yield.

4, The proportional adjustment method requires the use of
budget estimates of tax yield owing to discretionary changes.
The constant rate structure method requires the use of dis-
aggregated data ontaxes or effective tax rates and onchanging
composition of bases. The dummy variable method requires
only the dates of discretionary changes. The Divisia index
approach does not require the adjustment of historical revenue
series to eliminate the effect of discretionary tax measures, it
only takes the historical tax series and the income series.

None of these methods is perfectly satisfactory. Hence, the
choice has to be made in the light of practical considerations
such as availability of data and the type of discretionary
changes made from time to time.

5. Tax illusion can be explained as the situation in which
theimpact of the tax is likely to be felt less than an equal yield
direct tax, assuming that the tax on goods and services is
shiftedto the consumers infull. This is due tothehiddennature
of the tax and the existence of altemative of not consuming
the taxed goods and services. See M.G. Rao [1977).
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TABLE 1. CHANGES IN THE GOVERNMENT IN ORISSA

Period Chief Minister/Prime Minister Political Party

24.4.46 - 12.5.50 Dr. H.K. Mahatab Congress

12.5.50 - 19.10.56 N.K. Choudhury Congress N

19.10.56 - 25.2.61 Dr. H.K. Mahatab Congress Coalition

25.2.61 -23.6.61 President’sRule e

23.6.61 - 21.10.63 Biju Patnaik Congress

2.10.63 - 21.2.65 Biren Mitra Congress

21.2.65 - 8.3.67 Sadashiv Tripathy Congress

83.67-9.1.71 R.N. Singhdeo Non-Congress Coalition
11.1.71 -3.4.71 President'sRule @~ eemeeeee

3.4.71 -14.672 Biswanath Das Non-Congress Coalition
14.6.72 -3.3.73 Nandini Satpathy Congress

33.73-63.74 President’sRule ~ eemmeee

6.3.74 - 16.12.76 Nandini Satpathy Congress

16.12.76 - 26.12.76 Presidem’sRule e

26.12.76 - 30.4.77 Binayak Acharya Congress

30.4.77 - 26.6.77 President’sRule e

26.6.77 - 17.2.80 N. Routray Janata

17.2.80 - 9.6.80 President’sRule  eeeeeee-

9.6.80 - 7.12.89 J.B. Patnaik Congress

Source: A Brief History of Orissa Legislative Assembly 1937-1990, Secretariat of the Orissa Legislative Assembly,
Bhubaneswar.

TABLE 2. PER CAPITA OWN TAX REVENUE IN SELECTED YEARS
Rs)
Tax Revenue 1958-59 63-64 68-69 73-74 78-79 83-84 88-89
Land Revenue 129 1.60 0.72 0.99 212 323 2.03
Stamps and Registration 042 0.74 1.03 1.50 258 453 8.49
Salt-:s Tax 1.11 2.60 421 7.20 15.35 3240 75.05
Excise Duty 072 1.04 1.99 2.19 2.80 5.54 10.20
Motor. Vehicles Tax 046 0.81 1.24 1.56 2.82 538 12.60
Elecmc:ily Duty - 0.43 1.00 142 470 9.82 22.66
Entenainment Tax 0.06 0.12 0.19 0.31 0.83 143 1.83
Total 409 752 10.42 15.88 3230 63.69 132.93
TABLE 3. TAX REVENUE AS A PERCENTAGE OF NET STATE DOMESTIC PRODUCT

Tax Revenue 1958-59 63-64 68-69 73-74 7879 83-84 88-89
Land Revenue 068 0.52 0.16 0.14 024 0.19 0.08
Stamps and Registration 022 0.24 0.23 0.21 029 0.26 035
Sale.s Tax 0.59 0385 0.93 1.03 174 1.86 308
Excise Duty 038 034 0.44 031 032 032 0.42
Motor. \(elncles Tax 024 026 0.27 0.22 032 031 0.52
Eeclmflty Duty - 0.14 0.22 0.20 054 0.56 093
Ententainment Tax 0.03 0.04 0.04 0.04 0.09 0.08 0.08
Total Tax 216 245 2.29 226 370 3.65 5.45
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TABLE 4. GROWTH OF PER CAPITA OWN TAX REVENUE
(per cent per annum)
Tax Revenue 1958-59 to 1988-89 1958-59 t0 197576  1978-79 10 1988-89
Land Revenue 2.74 270 330
Starnps and Registration 10.04 9.54 13.36
Sales Tax 14.14 12.91 16.31
Excise Duty 8.78 8.50 14.40
Motor Vehicles Tax 11.30 9.50 17.08
Electricity Duty 20.15* 23.10%* 18.68
Entertainment Tax 13.63 12.63 1.67
Total Tax 12.08 9.87 15.58
* Growth rate computed for 1962-63 10 1988-89.
** Growth rate computed for 1962-63 10 1975-76.
TABLE 5. COMPOSITION OF TAX REVENUE
(per cent)
Tax Revenue 1958-59 63-64 68-69 73-74 78-79 83-84 88-89
Land Revenue 31.56 21.37 6.94 6.23 6.55 507 1.53
Stamps and 10.25 9.98 9.85 9.46 8.00 7.11 638
Registration
Sales Tax 2121 3471 40.43, 45.36 41.52 50.87 56.46
Excise Duty 17.59 13.91 19.13 13.78 8.68 870 167
Motor Vehicles Tax 11.24 10.75 11.94 9.84 8.73 8.45 948
Electricity Duty - 573 9.60 8.97 14.54 15.42 17.05
Entertainment Tax 1.48 1.67 1.80 1.92 2.56 225 138
Total Tax 100.00 100.00 100.00 100.00 100.00 100.00 100.00
TABLE 6. TEST OF CHANGE IN THE STRUCTURE OF STATE'S OWN TAX REVENUE
Tax Revenue Slope Change in R? D-W
intercept
Before After Change
Emergency Emergency
Land Revenue -0.0103%** 0.0099 0.0202%** -0.0804 0.54 1.6856+
(-1.3223) (0.8034) (1.3672) (-0.2380)
Stamps and 0.0396* 0.0544* 0.0148* 0.3442* 0.99 1.6067+
Registration (30.4057) (19.9023) (4.8870) (-4.7164)
Sales Tax 0.0519* 0.0676* 0.0157** 0.3158*** 097 1.8856++
(11.2849) (9.6120) (1.8340) (-1.6259)
Excise Duty 0.0311* 0.0572* 0.0260* -0.6138* 0.97 1.7615+
(9.1808) (12.3411) (4.4342) (-4.7173)
Motor Vehicles Tax 0.0383* 0.0672* 0.0289* -0.6138* 097 1.8023++
9.1592) (11.9828) (4.0238) (-3.8936)
Electricity Duty 0.0598* 0.0744* 0.0146*%* -0.1279 0.98 1.9504++
(10.6340) 9.1979) (1.4812) (-0.6879)
Entertainment Tax 0.0517* 0.0231* -0.0196* 05195* 0.99 1.7889+
(22.7274) (6.7191) (-4.6641) (4.0768)
Total Tax 0.0407* 0.0628* 0.0221* -04172% 098 1.8820++
(11.6166) (13.0748) (3.6421) (-3.0952)

Note: Figures in the parenthesis represent t values.
* Significant at 1 per cent level.

** Significant at § per cent level.
*** Significant at 10 per cent level.
+ rejects the null hypothesis for autocorelation at 1 per cent level.
+1t rejects the null hypothesis for autocorelation at 5 per cent level.

D-W Represents the Durbin-Watson statistic.
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TABLE 7. ESTIMATED ADDITIONAL MOBILISATION FROM TAX REVENUE

(Rs in lakh)

Year Land Stampsand  Sales Tax Excise Motor Electri- Entertain- Total

Revenue  Registra- Duty Vehicles  city Duty ment Tax Tax

tion Tax Revenue

1) 2) 3) @) 5) (6) ) (8) ©)
1958-59 48 - - 13 - - - 78
1959-60 10 - - - - - - 10
1960-61 10 - 23 - - - - 33
1961-62 - - 43 - - - - 69
196263 - 10 36 - - - - 72
1963-64 - - 95 - 10 - 5 105
1964-65 - - - - - - - -
1965-66 - - - - - - - -
1966-67 - - 15 - 10 - - 30
1967-68 - - - 20 - - - 20
1968-69 - - - 45 - - - 45
1969-70 - 8 10 - - - - 44
1970-71 78 29 70 50 - 90 - 367
1971-12 - - 23 - - - - 23
1972-713 15 - - - - - - -
1973-74 26 270 30 - 150 13 612
1974-75 - 5 200 15 80 77 10 387
1975-76 - - 50 - - . - 50
1976-717 - - 200 - - - 23 223
1977-18 - - 200 100 - - - 300
1978-79 - - - - - 90 - 90
1979-80 - - - - 35 300 70 405
1980-81 - - - - 10 450 - 460
1981-82 - - 225 298 50 - - 673
1982-83 - 160 785 64 - 330 - 1364
1983-84 - - . - - 184 - 184
1984-85 - - - - - - - -
1985-36 - 100 600 650 850 2,000 100 4300
1986-87 - - 2,400 200 - 436 - 3,036
1987-88 - - - . - - - -
1988-89 - - - - - - - -

Source: (1) State’s Finance Accounts; (2) Subsidiary Points Presented by the State Government to the Finance Commissions,
Gowt. of India; (3) R.B.1. Bulletins; (4) Speech of the Finance Ministers, Gowt. of Orissa.

TABLES. BUOYANCY OF STATE’S OWN TAX REVENUE (1958-59 TO 1988-89)

Tax Buoyancy R? D-W DF

Land Revenue 0.3841%* 0.12 1.7434++ 28
' (1.9304)

Stamps and Registration 1.1470* 0.99 1.7012++ 29
(48.4736)

Sales Tax 1.5653* 0.98 1.5476++ 29
_ (40.0910)

Excise Duty 0.9993* 0.94 1.7961++ 28
(21.4134)

Motor Vehicles Tax 1.2711* 0.94 1.7614++ 28
B (21.5793)

Electricity Duty 1.9493* 0.97 1.4883++ 25
) (28.4315)

Entertainment Tax 1.2993* 0.84 1.9624++ 28
(12.0212)

Total Tax Revenue 1.3437* 0.96 1.9374++ 28
(25.0258)

Note: See at the end of Table 6.
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TABLE 9. ELASTICITY OF STATE'S OWN TAX REVENUE (1958-59 TO 1988-89)

Tax Revenue Elasticity R? D-W DF

Land Revenue 0.2161 0.02 1.9360++ 28
(0.8300)

Stamps and Registration 0.8383* 0.98 1.3390++ 29
(35.8439)

Sales Tax 1.0195* 0.97 1.7848++ 29
(31.7108)

Excise Duty 0.3834* 0.63 1.8739++ 28
(6.8478)

Motor Vehicles Tax 0.9893* 0.99 1.9497++ 29
(55.3025)

Electricity Duty 0.3630* 0.26 1.8134++ 24
(2.8999)

Entertainment Tax 0.8066* 0.68 2.1274++ 28
(7.7153)

Total 0.7780* 097 1.4710+ 29
(30.8506)

Note: See at the end of Table 6.

TABLE 10. COMPARISON OF ELASTICITY AND BUOYANCY OF STATE'S TAX REVENUE (1958-59 TO 1988-89)

Tax Revenue Buoyancy Elasticity Difference
Land Revenue 0.3841 0.2161 0.1680
Stamps and Registration 1.1470 0.8383 0.3087
Sales Tax 1.5653 1.0195 0.5458
Excise Duty : 0.9993 0.3834 0.6159
Motor Vehicles Tax 1.2711 0.9893 0.2818
Electricity Duty 1.9493 0.3630 1.5863
Entertainment Tax 1.2993 0.8066 0.4927
Total Tax 1.3437 0.7780 0.5657
TABLE 11. PARTIAL BUOY ANCY OF STATES OWN TAX REVENUE (1958-59 TO 1988-89)
Tax Revenue Constant  Per Capita  Implicit R? D-wW F DF
Real SDP  Price Index
Land Revenue -0.5429 0.7512%* 0.2743 0.15 1.6982++ 23076 27
(1.8060) (1.2391)
Stamps and Registration -0.4798 0.8226* 1.1759* 0.99 1.3806+ 121158 28
(3.4604)  (37.3865)
Sales Tax 229930 0.7039** 1.6113* 0.97 16822+  397.069 27
(1.9043)  (25.3216)
Excise Duty -1.8290 0.5639%* 1.0409* 0.94 1.3850+ 229.931 27
(2.3187)  (19.8697)
Motor Vehicles Tax -2.1910 0.7675*% 1.3224* 0.95 1.3900+ 232.074 27
(2.8850)  (20.1976)
Electricity Duty -8.7247 1.8075* 1.9585* 0.97 1.4669+ 388.868 24
(2.8628)  (24.2469)
Enterzinment Tax -1.0044 -0.0199 1.3961* 0.84 1.7527++  71.6418 27
(-0067)  (11.9558)
Total Tax -1.7095 0.6580** 1.4006* 0.95 1.5875++ 256450 27
(2.3807)  (21.3429)

Note: See at the end of Table 6.
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TABLE 12. PARTIAL ELASTICITY OF STATE'S OWN TAX REVENUE (1958-59 TO 1988-89)

Tax Revenue Constant  Per Capita  Implicity R? D-w F DF
Real SDP  Price Index
Land Revenue 0.4681  0.7352%+*  0.0220 0.08 1.9090++ 1.1653 27
(1.5265)  (0.0859)
Stamps and Registration -1.7274  0.3986**  0.8586* 0.95 1.6101++ 267408 27
(1.8584)  (21.1365)
Sales Tax -3.1496  0.5466** 1.0617* 0.97 1.6395++ 524515 28
(1.7010)  (24.9704)
Excise Duty -3.3880 0.0207 0.4232* 0.68 1.6290++  28.8479 27
(0.0853)  (7.3634)
Motor Vehicles Tax -4.1555 0.8236* 1.0050* 0.99 1.7367++  1,500.67 28
(4.4678)  (41.2035)
Electricity Duty -1.9653  0.9520%**  (.3072** 0.29 1.9135++ 4.6728 23
(1.5821)  (2.2384)
Entertainment Tax 0.5670 -0.4359 0.9099* 0.70 2.0348++  31.5941 27

(-1.0644)  (7.9432)

Total Tax -2.6192 0.7321* 0.7821* 0.97 1.4342+ 460.034 28
(2.7985)  (22.5970)

Note See at the end of Table 6.

TABLE 13, COMPARISON OF BUOYANCY AND ELASTICITY OF TAX REVENUE IN THE SUB-PERIODS

Tax Revenue Before Emergency After Emergency
(1958-59 - 1975-76) (1978-79 - 1988-89)

Buoyancy Elasticity Difference  Buoyancy Elasticity Difference

Land Revenue 0.1393  -0.6658%*+ 0.8451  03288*  0.3286** 0.0002
0291)  (-1.6538) (1.8615) (1.8655)
Stamps and Registration 1.0878* 0.8417* 0.2461 1.1527+ 0.2562+* 0.8%5
(21.8549)  (18.3176) (109642)  (2.2656)
Sales Tax 1.4046* 0.8552+ 0.5494 1.3822* 0.9748* 04074
(10.9108)  (15.2139) (8.9845) (7.6988)
Excise Duty 09751* 0.5517* 0.4234 1.2562+ 0.3722% 0.8840
(15.4114)  4.77713) (1416200  (3.9151)
Motor Vehicles Tax 1.0941* 0.9645* 0.1296 1.4445+ 0.9138* 05307
(23.3591)  (24.1705) ’ (9.1915)  (11.1857)
Electricity Duty 1.7698* 0.0351 1.8049 1.6035% 0.2821* 13214
(8.1462)  (0.0629) (12.0939)  (29336)
Entertainment Tax 1.4249* 1.1383* 0.2866 0.6978* 0.3208* 03770
(18.6118)  (14.1992) (9.4288)  (63168)
Total Tax 1.1326* 0.6220* 0.5106 1.3298* 0.7596* 0.5702
(20.6490)  (13.7546) (11.0404)  (83882)

Note See at the end of Table 6.
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APPENDIX - I. STATE’S OWN TAX REVENUE

(Rs in lakh)
Year Land Stamps and  Sales Tax  Excise Motor  Electricity Entertain  Other* Total Tax
Revenue Registration Duty Vehicles Duty ment Tax  Taxes Revenue

Tax
m ) 3) @ ®) ©) ) ® ® (10)

1958-59 215.15 69.86 18592 119.91 76.66 1.29 10.07 2.86 681.72
1959-60 214.84 80.20 204.12 108.42 76.23 3.24 11.98 7.47 706.50
1960-61 203.02 81.24 266.52 132.64 82.45 3.94 14.17 20.28 804.26
1961-62 240.86 95.52 32525 167.19 102.77 3.88 14.82 5.76 956.05
1962-63 27851 109.95 426.46 180.91 128.96 52.37 22.00 10.91 1,210.07
1963-64 298.97 139.04 485.68 194.62 150.47 80.23 23.33 26.88 1,399.22
1964-65 29873 148.55 695.96 213.38 164.73 123.30 25.66 25.40 1,695.71
1965-66 28648 164.45 700.09 222.54 170.77 87.41 30.12 19.56 1,681.42
196667 25095 169.51 725.93 243.67 187.31 11029 39.48 18.09 1,745.23
196768 15897 205.32 834.65 284.02 217.34 254.49 36.31 5.37 1,996.47
196869 15040 213.38 875.93 417.35 258.88 20798 38.89 21.95 2,166.42
1969-70 172.06 236.90 952.63 419.54 259.88 21422 44.04 40.50 2,339.77
197071 16554 265.65 1,119.52 423.01 293.34 279.48 48.71 93.89 2,689.18
1971.72 17794 320.55 1,127.44  461.06 306.58 29324 60.80 106.84 2,854.45
1972713 20272 307.86 1,407.15  489.50 332.57 329.41 79.21 108.38 3,276.90
197374 22878 347.37 1,665.28 505.92 361.35 320.23 70.52 162.73 3,671.18
197475  242.08 437.82 2,045.15  548.85 466.23 34528 115.48 149.50 4,354.39
197576 31876 524.59 3,013.36 609.71 570.71 673.56 131.60 206.69 6,046.98
197677  439.10 515.77 3,158.17  663.32 55552 794.68 174.24 240.76 6,541.56
197778 48211 563.33 3,023.57  693.50 62283 - 85171 189.49 25437 6,680.91
1978-79  537.78 656.41 3,899.59 71251 71635 1,193.61 210.34 279.58 8,206.10
1979-30 45092 721.41 4,641.48 773.26 82926 1,255.25 281.84 278.04 9,231.46
1980-81 41279 782.02 5,637.03  905.25 969.62 1,692.14 302.40 244389 10,946.14
198182 52175 927.53 6,814.43 1,093.55 121013 2,28587 345.30 14873  13,34729
1982-83 49822 107856 7,870.24 129745 138371 2327.11 389.21 17627  15,020.77
1983-84 892.08 1,250.58 8,947.23 '1,530.15 1,48628 2,711.86 395.78 37368 17,587.64
1984-85 589.44 143123  12,205.40 1,858.07 1,623.95 3,244.18 413.84 97857  22,344.68
1985-86  589.65 172861 10,983.73 2,153.25 2,529.50 4,980.73 506.98 25398  23,72643
1986-87  768.25 203437 13,148.81 2,270.62 3,18402 6,081.25 550.23 1871  27,993.26
1987-88  856.31 221737 19,82330 2,636.59 3,461.03 6,112.11 541.52 6679  36,715.02
1988-89  614.35 256224 22,659.85 3,079.58 3,802.98 6,841.93 552.53 18.09 40,13155

* Other taxes include agricultural income tax, goods and passengers tax and estate duty on agricultural properties.
Source: (1) Siate’s Budgets.
(2) State’s Finance Accounts.
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APPENDIX - II. STATE 'S ADJUSTED OWN REVENUE
(Rs in lakh)
Year Land Stamps and  Sales Tax Excise Duty ~ Motor Electricity  Entertain  Total Tax
Revenue Registration Vehicles Duty ment Tax Revenue
Tax
m 2) 3 @ (5) (©) )] ® ®

1958-59 215.15 69.86 185.92 119.91 76.66 1.29 10.07 68172
1959-60 204.84 80.20 204.12 108.42 76.23 3.24 11.98 696.50
1960-61 184.04 81.24 243.52 132.64 82.45 3.94 14.17 76034
1961-62 218.34 95.52 257.89 167.19 102.77 3.88 14.82 83861
196263 252.47 99.95 309.59 180.91 128.96 52.37 22.00 998.27
1963-64 271.02 12639 283.62 194.62 140.47 80.23 233 106769
1964-65 270.80 135.03 406.42 213.38 153.78 123.30 25.66 129193
1965-66 259.70 149.57 408.83 222.54 159.42 87.41 30,12 128303
1966-67 227.49 154.17 415.16 243 67 174.86 110.29 34.48 130883
1967-68 144.11 186.74 477.34 264.02 202.89 254.49 3171 148225
1968-69 136.34 194.02 500.95 343.34 241.40 207.98 33.96 157502
1969-70 155.98 208.13 539.10 347.64 24220 214.22 38.46  1,669.06
1970-71 79.36 207.88 593.93 309.08 273.84 189.48 42.59  1,656.51
197172 85.30 250.88 585.93 336.88 286.20 198.81 53.10 174415
197273 97.18 256.60 73130 35766 310.47 223.40 69.18 200228
1973-74 102.48 251.52 72513 347.74 337.34 129.51 50.24  1,869.50
197475 108.44 313.39 803.45 366.94 360.57 99.01 75.15 202007
1975-76 142.79 37550 1,164.17 4017.63 44137 193.15 85.64 278209
1976-71 196.70 369.19  1,142.85 443.47 429.62 227.88 98.42  2,901.04
197778 215.97 40323 102177 396.79 481.68 244.23 107.03  2,835.65
1978-79 240.91 469.81 131781 40767 554.01 316.46 118.81  3,444.80
1979-80 202.00 51639  1568.82 44243 61426 253.26 119.66  3705.22
1980-81 184.92 559.78 190495 51795 710.82 250.61 128.39  4,208.8]
1981-82 233.73 56130 2.226.80 455.18 85048 3318.54 14660  4.873.29
1982-83 223.19 561.81 231529 513.41 97247 295.77 16524  4,986.29
1983-84 399.63 651.41 263212 60549  1,044.56 321.28 168.03 577731
1984-85 264.05 74551  3590.62 73525 1,14131 18435 171570 1,399.94
1985-86 264.14 848.32  3054.72 59485  1,18035 353.14 17279  6,381.33
1986-87 344.15 998.37  2,989.39 57202 148577 395.79 187.53  6,712.37
1987-88 383.60  1,088.18  4,506.84 66422 161503 40196 184.56  §,803.72
1988-89 27521 125743 515173 77582 177460 449.96 18831 9,622.95




SUPREME COURT GUIDELINES ON RESERVATION POLICY:
AN EVALUATION

G. Thimmaiah

InVol I, No.2,(April-June, 1991), issue of the Journal of Indian School of Political Economy,
Government’s policy towards the socially and educationally backward classes (SEBCs) had been
tracedfromthe early 1900s. In August 1990, the then Government had announced its policy towards
the backward classes, based on the recommendations of the Second Backward Classes Commission
(Mandal Commission). This announcement had led to widespread riots. The Government's notifi-
cations had been challenged through writ petitions before the Supreme Court. The Supreme Court
gave its judgement on the writ petitions in November, 1992. The present paper evaluates the Supreme

Court's judgement in this regard.

The judgement of the nine-judge Constitutional
Benchof the Supreme Court which was delivered
on November 16, 1992 comes as a final verdict
on the constitutional status, scope and content of
reservation policy relating to Government jobs
under Article 16(4) [Judgements Today, 1992,
Vol. 6, No. 9]. The Supreme Court was not asked
by the President of India under Article 143 togive
its opinion on this controversial issue. Nor was
there any writ petition seeking the Supreme Court
totake such acomprehensive view onreservation
policy. The provocation was provided by the writ
against the Government Notification, issued by
the V.P. Singh -Government, implementing the
recommendations of the Mandal Commission’s
Report [GOI, 1990]. Thatnotificationreserved 27
per cent of Central Government jobs for those
backward castes which were identified by Mandal
Commission as backward classes. The political
fall out of that notification is all too well-known.
Subsequently V.P. Singh Government lost power
inthe Parliamentary elections and the Congress(I)
minority Government which came to power in
1991 issued a modified notification, making
reservation to the extent of 10 per cent for the
economically backward sections of the society
[GOI, 1991]. The Supreme Court was seized of
these two notifications and their far reaching
implications for the principle of equality and
social justice, enshrined in the Constitution and
hence, the Court decided to use this opportunity
to subject the whole issue of reservation to fresh
judicial review. It should be mentioned in this
context that there were as many as 168 cases
which were filed in the Supreme Court earlier to
this on the reservation policy. But all those cases
were decided by single or two-judge benchexcept
a six-judge bench in the case of K.C. Vasantha

Kumari v. the State of Karnataka, which only
provided guidelines to the State Governments for
formulating an appropriate reservation policy. Of
course, there were innumerable judgements
delivered by the High Courts relating to the res-
ervation policy with specific reference to indi-
vidual states. The High Courts had expounded
their own principles. Some of them were upheld
by the Supreme Court and some were not. There
wasall round confusion about the judicial opinion
on the justifiability of reservation under the
Constitution, its scope, its content, magnitude and
duration of the reservation policy. Therefore, this
nine-judge Constitutional Bench took upon itself
the self-imposed responsibility of enunciating
certainbroad principles for the benefit of the State
and Central Governments. The Court observed
that *...reference to this larger Bench was made
with a view to finally settle the legal position
relating to reservations’. The idea was to have a
final look at the said question by a larger Bench
to settle the law in an authoritative way [Judge-
ments Today, 1992, para 845). While so doing the
Court has no doubt struck a nice balance between
the fundamental rights and the policy of protec-
tive discrimination, that is to say the principle of
equality before law and equity which are inherent
in the Constitution, Butthe Court has also created
some further controversies because of the failure
to apply the principle of logical consistency to
ceriain aspects of reservation policy.

Self-Imposed Responsibility

The Supreme Court, while considering the writ
petitions filed against the two notifications, was
nodoubt technically required toexamine the legal
justifiability of the criteria used by the Mandal

Dr. G. Thimmaiah is Economic Adviser to the Government of Kamataka.



702

Commission and the scope and magnitude of
reservations recommended by the Commission.
If the Supreme Court had taken such a technical
view of the writ petitions, it would have disposed
of the case much earlier and for that purpose there
was no need for constituting a Constitutional
Bench. But the Court decided to constitute a
Constitutional Bench to give a final verdict on the
broad contours of reservation policy. This is no
doubt a self-imposed responsibility but it is not
forbidden by law. The Court was approached by
the complainants at a time when there were vio-
lent protests on a large scale against the first
notification of the Government. The country was
almost on the verge of getting involved in a caste
war. At that crucial point of time the enlightened
political leadership was wanting, quite apart from
becoming untrustworthy. Hence the Supreme
Court had to take upon itself such a national
responsibility of giving the verdict on the broader
issues of reservation. Therefore, if some sections
of the people are affected by the Court’s majority
judgement, the Court’s interpretation of its
responsibility should not be viewed from the
purely legal or technical angle.

The Court had a much broader national
responsibility to discharge and it has discharged
it reasonably well. We should praise this institu-
tion which still creates some hope for the future
of democracy in this country. However, as a point
of specific detail, the Court has brushed aside the
specific issue relating to the constitutional
validity of the Mandal Commission’s recom-
mendations. Probably, the Court thought that
there was no need for wasting its time to go into
the logical foundations of the criteria used and the
tests applied to identify backward classes by the
Mandal Commission. The Court has rightly left
it tobe decided by permanent Commissions at the
Centre and State levels which will be in a better
position to collect the required comprehensive
data and consider the views of the aggrieved
parties and then take a final view on the justifi-
cation for inclusion or exclusion of the specific
groups of people into the list of backward classes.
It is possible to view this opinion as shifting
responsibility back to the executive. Even so, the
Court has not failed to give its opinion on the
broader framework of the criteria to be used for
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identifying backward classes. It is true that it
should have expressed some views on the validity
or otherwise of the criteria used by the Mandal
Commission. But the Court has achieved a mir-
acle in the sense that through this judgement it
has buried Mandal Commission’s Report forever
which had created so much of violence in the
country. The Court has asked both the Central and
State Governments to initiate fresh exercise in
identifying backward classes with the assistance
of permanent Commissions. In a way this is a
blessing in disguise as otherwise after validating
27 per cent reservation under Article 16(4) of the
Constitution, if the Court had upheld the recom-
mendations of the Mandal Commission that
would have revived anti-Mandal agitation. Even
the present broad based judgement did create
some ripples in the anti-Mandal circles in north
India. But after a careful reading of the judgement,
the complainants prevailed on them to accept the
verdict of the Court gracefully whichis fairto the
nation and to the ‘original intent’ of the Consti-
tution [Venugopal, 1992, p. 9].

Validity of Reservation

The first issue relating to reservation policy is
its constitutional validity. This is because Article
16(1)extends the principle of equality before law,
guaranteed under Article 14, to employment in
Government service and Article 16(2) prohibits
discrimination either in Government service or
elsewhere on the basis of religion, race, caste, s¢X,
descent, place of birth or residence. This equality
principle is an important building block of the
Indian Constitution. Individual oriented principle
of equality is no doubt alien to Indian jurispru-
dence and social institutions. We have accepted
openly the western concept of individual as the
sole sovereign of his destiny and should be judged
as such in all matters of law. However, while
elevating the individual to such a supreme posi-
tion, we have superimposed the “class equity’ in
the form of protective discrimination to protect,
foster and promote the social and educational
advancement of some sections of the society
called ‘backward classes’. It is relevant to men-
Lion here that equality is not the same as equity.
No doubt both the concepts of equality and equity



YOL.5 NO.4

embody the philosophy of faimess. But this
faimess is attempted to be achieved under
equality principle by treating all individuals as
homogenecus units whereas it is attempted to be
achieved by restricting the privileges givento the
individual under clauses (1) and (2) of Article 16.
Thus Article 16(1) expounds the principle of
equality for the purpose of employment in Gov-
ernment service and Article 16(4) expounds the
principle of equity which can also be termed as
social justice. Obviously there is some apparent
conflict between these two universally accepted
principles. The executive was expected to for-
mulate clearly defined policies to minimise such
conflict and ensure the benefit of both these
principles to the citizens of India. But the
executive represented by the Central and State
Governments created scope for increasing the
conflict between these two principles. This led to
open protests and created law and order problems
inthe country. Even after such happenings when
the executive failed to formulate appropriate
policy of reservation to minimise the conflict
between the principles of equality and equity, the
Supreme Court was compelled by ‘constitutional
pragmatism® to interfere and suggest some
objcctive guidelines to formulate a more appro-
priate reservation policy.

The Supreme Court was called upon to pro-
nounce its views on the issue whether Article
16(1) is a basic foundation of the Constitution or
is it qualified by clause (4) of Atticle 16. In an
earlier judgement the Supreme Court had treated
Article 16(1) as the fundamental principle of the
Qonstitution and Article 16(4) as an exception
intended only for the purpose of achieving social
justice and hence it was maintained that Article
16(4) should not overshadow the contents of
Article 16(1). However, the Supreme Court has
now pronounced the judgement that Article 16(4)
does not conflict with Article 16(1) in that both
of them try 10 achieve two different objectives in
the peculiar Indian circumstances. Article 16(1)
assumes that all citizens of India are equal in
¢conomic, social and educational status as also in
all other circumstances and therefore should not
be discriminated on the basis of religion, caste,
race, sex and place of birth/residence. But the
same Constitution also accepts the fact that the
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assumption, ‘other things being equal’, is not
validin Indian society in view of the fact thatsome
sections of society are facing social and educa-
tional backwardness. In order to reduce such
disabilities the Government is empowered to
formulate an appropriate protective discrimina-
tion policy under Article 16(4), without nullifying
or diluting the force of the principie governing
Article 16(1). Accordingly, the Supreme Court,
very rightly and consistently with its earlier
views, has expressed the opinion that reservation
inGovernment jobs for socially and educationally
backward classes is constitutionally valid under
Article 16(4) and does not compromise the main
core of the fundamental rights guaranteed under
the Constitution. This is the final verdict as far as
the conflict between the principle of equality and
social justice is concerned. The Indian Constitu-
tion is unique in that it gives equal prominence to
both equality and social justice. Hence, the
Supreme Court has revalidated the intention of
the framers of the Constitution that in the Indian
context we have to read equality not in absolute
sense but equality as qualified by Article 16(4).

The petitioners no doubt raised some technical
questions relating to whether such opinion was
called for at all with reference to the specific
notifications of the Government of India whose
constitutional validity was questioned. The con-
stitutional validity of the notifications of the
Government of India has to be examined with
reference to Article 16(1) and 16(4). This is
precisely what the Supreme Court has done in the
firstinstance and all the people of the country who
accept the Constitution as the law of the nation
should accept the judgement of the Supreme
Court.

Methodology of Identifying SEBCs

The second important issue tackled in the
judgement is the methodology of identifying
backward classes. This issue starts with the def-
inition of the term ‘backward classes’ used under
Articles 15(4) and 16(4). There are varying
opinions on the definition. One opinion is that it
refers to a ‘group of castes’. Another view is that
itincludes both caste and class. There are also two
extreme opinions namely that it inctudes only
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Scheduled Castes and Scheduled Tribes or only
economically backward people. The Court has
pronounced its views on this issue without mak-
ing it a final view. First, the Court has held that
caste can be the sole criterion for identifying the
backward classes. The Court has observed that
‘we are accordingly, of the opinion that the
backwardness contemplated by Article 16(4) is
mainly social backwardness. It would not be
correcttosay that the backwardness under Article
16(4) should be both social and educational’
[Judgements Today, 1992, para 804]. This is in
contrast to the earlier judgement in the case of
Balaji v. the State of Mysore in which the Court
had held that caste cannot be the sole criterion for
identifying backward classes. It is pertinent to
remember in this context that if caste can be used
as the sole basis for identifying SEBCs, then all
people other than those from the highest caste
according to Varnashrama Dharma can claim
reservation. This would be disastrous because it
willimply very high magnitude of reservation and
absence of the means test. If we apply caste
criterion alone, instead of achieving equity, it will
perpetuate  inequality. The disastrous conse-
quence of using caste as the sole criterion for
identifying backward classes has been very well
argued in the views of the dissenting minority.
They reflect, of course, the prevailing apprehen-
sions about using caste as the basis for seeking
reservation. However, even the majority
Jjudgement does not categorically say that caste
and caste alone can be used as the sole criterion
for identifying backward classes. That amounts
to redefining the concept of backward classes as
backward castes, which was not the intention of
the framers of the Constitution when they inserted
clause (4) of Article 16. It was also not the
intention of the Parliament when itinserted clause
(4) to Article 15 through an amendment to the
Constitution. The majority judgement has
explained it by making reference to Chinnappa
Reddy Commission’s Report relating to Karna-
taka, that by taking caste as an objectively iden-
tifiable entity, the permanent commission can go
on applying other criteria like educational test,
el., 1o arrive at a final and justifiable list of
backward classes. For instance, the Court has
observed that ‘Any authority entrusted with the
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task of identifying backward classes may well
start with the castes. It can take caste ‘A’, apply
the criteria of backwardness evolved by it to that
caste and determine whether it qualifies as a
backward classornot’ [JudgementsToday, 1992,
para 798). The Court was aware of the difficulties
involved in such exercise particularly the heter-
ogeneous social groups in the country and
therefore has left it to be decided by the States.
The Court has alsoreferred to the linkage between
occupation, caste and poverty. Some of the earlier
judgements of the Supreme Court did suggest
these as the most appropriate criteria and the
majority judgement has repeated that these link-
ages could also be used for identifying backward
classes. According to these linkages, instead of
starting with caste, we can start with caste based
occupation. In Indian society, occupation became
hereditary in the sense that social division of
labour was deliberately designed and inter-
occupational mobility was prohibited through
social sanction. Hence, occupations became
hereditary. Some of these occupations have no
doubt enjoyed high social status and at some point
of time they were highly remunerative. But over
time, modernisation and westernisation processes
have changed the social status attached to upper
caste occupations but without removing the
stigmaattached to lower caste occupations. What
is more, economic viability of these caste based
occupations has been completely transformed by
technological developments. Even the upper
caste people do not engage on any large scale in
traditional caste occupation because it does not
yield enough income to meet their increasing
needs. Since they were quick in adapting them-
selves to the process of modemisation through
modem education, they have shifted to modem
occupations which were notbarred by caste rules.
But lower caste people were not affected by this
modemising process and hence they remained in
age old caste based occupations which still carry
social stigma, (menial in nature and polluting)
and, more importantly, these occupations have
become economically unremunerative. So tradi-
tional caste occupations in India help us identify
traditional caste status. Both caste and caste based
occupation help usidentify their economic status.
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Therefore, the linkage between caste and occu-
pation and between occupation and poverty is
much more logical and objectively identifiable
phenomenon rather than caste hierarchy alone.
Thisis because,even though the Hindu scriptures
mention only four caste groups, in actual opera-
tion there are more than 5,000 castes and sub-
castes which cannot be arranged in any
hierarchical order for identifying those which are
forward and those which are backward. The
Supreme Court has not finally pronounced any
judgement on what criteria should be used for
identifying the backward classes. It has only
thrown up some views drawn from contemporary
ideas which are widely debated for the purpose
of identifying backward classes. This is no doubt
alogical method because the Court ultimately has
to pronounce and indicate broad guidelines and
not lay down specific criteria as any such written
down criteria may create many more problems in
actual application in a country of wide diversity.
The Supreme Court has done a wise thing in not
laying down specific criteria as the only consti-
tutionally acceptable and universally applicable
criteria for identifying the backward classes. It
hasonly indicated, in the form of some guidelines,
what could be used as reasonably justifiable
criteria. It is left to the permanent commissions
of the Central and State Governments to ponder
over these and articulate the guidelines contained
in the judgement into the legally justifiable cri-
teria for identifying backward classes.

Magnitude of Reservation

The most important issue relating to reservation
policy is the magnitude of reservation. The con-
stitutional provisions relating to reservation for
backward classes under Articles 15(4) and 16(4)
do not make any mention of the magnitude. Even
Article 335 which provides for reservation for
SCs/STs in the administrative services of the
Central and State Governments makes no men-
tionof the magnitude of reservation except stating
that they should be adequately represented.
However, under Articles 330 and 332 where a
specific provision is made for giving political
representation to SCs/STs in Parliament as well
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as in State Legislatures, there is clear indication
of the magnitude in proportion to the population
of SCs/STs in the country and in respective States.

The State Governments which implemented
reservation for backward classes under Articles
15(4) and 16(4) were guided mainly by the
recommendations of Backward Classes Com-
missions which were appointed to recommend
reservations. These Commissions/Committees
recommended varying magnitude of reservation
ranging from 19 per cent in Assam to almost 98
per cent in Meghalaya. This naturally affected the
prospects of the persons who could not claim
reservation benefits, They were forced to
approach the Courts for seeking judicial inter-
vention 10 determine a fair share to the merit
candidates. The Supreme Court, for the firsttime
in Balaji v. State of Mysore case, ruled that the
magnitude of reservation cannot exceed S0 per
cent. But this 50 per cent magnitude was fixed
only for backward classes as the case related to
reservation for backward classes. Since SCs/STs
were already enjoying reservation benefits in
proportion to their population, the total magnitude
of reservations went beyond 50 per cent.

It may be mentioned in this context that in the
erstwhile State of Mysore when the issue of
reservation came up, the then Maharajaof Mysore
decided to provide reservation to the extent of 50
per cent. However, subsequently when the
successive Backward Classes Commissions were
appointed to recommend criteria to be used for
identifying backward classes and also the mag-
nitude of reservation, they recommended much
more than 50 per cent. This is true of many other
States also. Table-1 gives a summary picture of
the magnitude of reservation in operation in
various States.

If the magnitude of reservation increases, the
opportunities available for merit candidates
obviously go down as it isa zero sum game. But
itcan also be argued thatsinceOBCs and SCs/STs
constitute the major portion of the population,
which isestimated by the Mandal Commissionto
exceed S5O per cent, there is justification for
reserving more than 50 per cent of Government
jobs for SCs/STs and OBCs. Even so, this argu-
ment ignores the fact that in every caste and



706 JOURNAL OF INDIAN SCHOOL OF POLITICAL ECONOMY OCT-DEC 1993
TABLE 1. MAGNITUDE OF RESERVATIONS IN OPERATION IN VARIOUS STATES
(Per cent)

States SCs STs OBCs Total
1 2 3 4 5
Andhra Pradesh 14 4 25 43
Andaman & Nicobar - 16 - 16
Arunachal Pradesh - 45 - 45
Assam 7 12 - 19
Bihar 14 10 , 24 48
Chandigarh 20 - - 20
Dadra & Nagar Haveli 15 1.5 - 225
Delhi 15 7.5 - 225
Gujarat 7 14 10 31
Haryana 20 - 10 30
Himachal Pradesh 15 1.5 5 215
Jammu and Kashmir 8 5 42 55
Kamataka 15 3 50 68
Kerala 8 2 40 50
Lakshadweep - 15 15
Madhya Pradesh 15 18 29 62
Maharashtra 13 7 14 34
Manipur 15 15 - 22.5
Meghalaya 52 46 - 98
Mizoram - - - -
Nagaland - 45 - 45
Orissa 16 24 - 40
Pondicherry 16 5 - 21
Punjab 15 5 25 55
Rajasthan 16 12 - 28
Sikkim - R . -
Tamil Nadu 18 - 50 68
Tripura 13 29 42
Uttara Pradesh 18 2 15 35
West Bengal 13.5 7 - 20.5
All India 15 15 27 49.5

Source: Mihir Desai, ‘The Need for Reservation: A Reply to Shourie and Others®, Lokayan Bulletin, Delhi, July-October,

1990, 8:4/5, Pp. 29-31.

community there are meritorious candidates who
would also compete with the candidates from the
forward communities who are not ordinarily
considered backward. Further, and more impor-
tant, if the magnitude of reservation goes beyond
50 per cent, there is a tendency to ignore merit
which is injurious to efficiency in administration
as well as in education. This is the purport of the
mention of ‘consistently with the maintenance of
efficiency of administration’ in Article 335.
Therefore, the Supreme Court in the majority
judgement has upheld 50 per cent magnitude as
fair and just. Probably, this is the only issue on
which the Supreme Court has been consistent.
However, the Supreme Court while so fixing the
magnitude of reservation has included only res-
ervation for SCs/STs and ORCs. Reservation for
other persons like physically handicapped are
excluded from this 50 per centceiling. The Court
has permitted some States to exceed 50 per cent

in special cases where such cases would have to
be justified. But barring such special cases the
generally applicable magnitude is 50 per cent
inclusive of SCs/STs and OBCs.

The Court has very emphatically argued against
proportional representation for SCs/STs. After
making reference to Articles 330 and 332 which
make provision for proportional representation in
Parliament and State Legislatures, the Court has
very clearly pronounced the judgement that
adequate representation indicated under Article
335 did notimply proportional representation and
hence SCs/STs could not claim proportional
representationin Governmentservice. This 50 per
cent ceiling has also been extended even to
minority educational institutions in the case of §z.
Stephen’s College v. University of Delhi. Since
reservation is intended to give equitable share for
backward classes in admission to educational
institutions and in Government service, it can be
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treated as a sort of protective discrimination
measure and pure merit can be treated as effi-
ciency measure. If we equate pure merit with
efficiency and merit-cum-reservation with
equity, there is an element of conflict between
them. In order to promote social justice, there has
got to be a trade-off between these two. Any
trade-offdeterminesthe magnitude of reservation
to achieve the objective of social justice without
unduly sacrificing efficiency.

A note of clarification is required at this stage.
When we juxtapose merit against reservation, it
does not mean that those candidates who opt for
opportunities under reservation do not have merit.
It only means merit-cum-reservation, that is, the
level of merit is relatively lower in order to give
adequate representation to the socially backward
classes. Whereas in the case of merit quota, it is
predominantly merit under Article 16(1). So it is
merit versus merit-cum-reservation and not merit
versus no merit.

Any suggestion to prescribe the magnitude of
reservation would be necessarily arbitrary. The
Mandal Commission tried to limit the magnitude
of reservation to 50 per cent of the estimated
percentage of population of OBCs in the total
population of the country. Since the estimated
proportion of OBCs population was 52 per cent,
the Mandal Commission recommended 27 per
cent reservation for OBCs. The Commission was
probably aware of the Supreme Court’s judge-
ment in earlier cases putting the ceiling on the
magnitude of reservation at 50 per cent.
Therefore, the Commission recommended 27 per
cent reservation for OBCs leaving the remaining
23 per cent to SCs/STs and others. Thus 50 per
cent reservation appears to be just and fair to give
equal importance to merit and social justice.

The recent judgement of the Supreme Court,
whilefixing 50per centas areasonable magnitude
of reservation under Article 16(4), has excluded
reservation for physically handicapped persons
from this ceiling. This cannot be justified,
because, once 50 per cent ceiling is relaxed for
any reason, all arguments advanced to justify the
ceiling fall to the ground. Therefore, the Gov-
ernment of India and the State Governments
should see that the magnitude of reservation
should not exceed 5O per cent inclusive of all
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categories. But the politicians may find it con-
venient to promote their political cause by not
doing it. The only permanent solution would be
to create an opportunity for the Supreme Court to
pronounce that 50 per cent ceiling is all inclusive.

In order to achieve this 50 per cent ceiling, the
relative share of SCs/STs in this share should
necessarily go down because the Supreme Court
has upheld 27 per cent reservation for OBCs. This
27 per cent is derived from the proportion of
population of OBCs. One might argue that the
same logic should apply to SCs/STs also which
means SCs/STs should get 50 per cent of their
population which comes to only 11 per cent. This
would be probably unfair because the status of
SCs/STs, excluding those touchable SCs/STs
who have been included in the lists for political
reasons, is not comparable to the status of OBCs.
Asitis, 27 per cent for OBCs and 22 per cent for
SCs and STs would still keep the ceiling within
50per cent. Since the reservation for handicapped
persons is excluded from this 50 per cent, it will
give some elbow-room for accommodating
backward among religious minorities.

But it is important to note here that SCs/STs
cannot claim the magnitude of reservation in
proportion to their population. This is mainly
because Articles 15(4) and 16(4) do not prescribe
the magnitude of reservation for SCs/STs, let
alone for OBCs, in proportion to their population.
Even Article 335 does not make any reference to
their population. This proportion is mentioned
only under Articles 330 and 332 which make
reservation for political representation in the
Parliament and State Legislatures. Based onthese
provisions, SC/ST legislators demand propor-
tional representation in the Central and State
cabinets also. It is open to question whether this
follows from Articles 330 and 332. This political
representation in proportion to their population
was inadvertently adopted for admissions into
educational institutions and entry into Govemn-
mentservice. Itis true thatthe castes which should
be included under SCs/STs are listed in the
Presidential Order. But the Constitution does not
make any mention of reservation in proportion to
population for protective discrimination purpose.
This has been determined by the policy makers
through executive orders and has come to be
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accepled by the Courts. This becomes crystal
clear from the following view of the Supreme
Court. The Court has observed:

‘We must, however, point out that clause (4)
speaks of adequate representation and not pro-
portionate representation. Adequate representa-
tion cannot be read as proportionate
representation.  Principle of proportionate
representation is accepted in Articles 330and 332
of the Constitution and that too, for a limited
period. These Articles speak of reservation of
seats in Lok Sabha and State Legislatures in
favour of SCs/STs proportionate to their pop-
ulation. But they are only temporary and special
provisions. It is, therefore, not possible to accept
the theory of proportionate representation though
the proportion of population of Backward Classes
to the total population would certainly be rele-
vant. Just as every power must be exercised
reasonably and fairly, the power conferred by
clause (4) of Article 16 should also be exercised
ina fair manner and within reasonable limits - and
what is more reasonable than to say reservation
under clause (4) shall not exceed 50 per cent of
the posts barring certain extraordinary situa-
tions...” [Judgements Today, 1992, para827]. The
Court has indicated that S0 per cent ceiling is in
relation to each cadre and category of posts filled
every year,

The magnitude of reservation has come to be
inadvertently judged with reference to the total
population of OBCs and SCs/STs. For example,
inKamataka, the Govemment issued a temporary
reservation order in October 1986 under which it
included almost all castes except about six castes.
Therefore, an opinion was expressed that in
Karnataka 95 per cent of people are covered under
reservation. This is an exaggerated view. The
reservation magnitude is with reference to the
number of posts filled by the Government or the
number of seats thrown open for admission in
educational institutions and not with reference to
population. If we relate the magnitude of reser-
vation to the population, then we must relate it to
the eligible people in the total population which
excludesthe population below 14 yearsand above
60yearsand, within thatrelevantage group, those
who do not possess minimum required qualifi-
cations and experience for jobs or for admissions
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in educational institutions as the case may be. If
we do such appropriate adjustments, the magni-
tude of reservation in relation to total population
will not be so unbelievably high. What isrelevant
for operational purpose is that this magnitude
refers to the number of opportunities available
under Government service in each year.

What are the implications of this 50 per cent
magnitude prescribed by the Supreme Court? The
first implication is that all those States namely
Karnataka, Tamil Nadu, Madhya Pradesh, Punjab
and Meghalaya which have reservation above 50
per cent should reduce the magnitude to 50 per
cent over a period of 5 years. This would invari-
ably require total abolition of reservation made
purely on economic criteria like backward class
special group in Kamataka. Since 27 per cent
reservation has been upheld by the Supreme Court
for OBCs and the Supreme Court has also
included socially backward among the minority
communities, the proportion available for
SCs/STs will have to go down marginally. It is
here that a lot of resentment will be created and
it would be desirable if the transition is made
smooth. The Supreme Court has helped the
Government in achieving this smooth transition
by insisting upon applying means test for
removing the creamy layer from all castes and
communities. This takes us to another important
and forward looking issue relating to reservation
policy, i.e., the relevance of appropriate means
test.

Creamy Layer and Means Test

The Supreme Court judgement has confirmed
another important ruling relating to reservation.
That relates to the need for eliminating the
better-off among OBCs. The better-off among
them have come to be called the ‘creamy layer’
and the Court has ruled that they should be
eliminated from the list of backward classes by
applying appropriate means test. The Court has
observed that ‘after the expiry of four months
from today, the implementation of the O.M. shall
be subject to the exclusion of the ‘creamy layer’
in accordance with the criteria to be specified by
the Government of India and not otherwise’
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[Judgements Today, 1992, para 810]. Accord-
ingly, the Government of India constituted a
committee which suggested multiple means tests
[Ministry of Welfare, 1993]. The Government of
India has announced their acceptance. Surpris-
ingly, there have been protests against their
acceptance. It may be relevant to mention in this
context that when the reservation policy was
formulated in southern States, no attention was
paid to the economic status of the backward
classes. This was mainly because the reservation
policy was intended to give adequate represen-
tation to non-Brahmin communities in the gov-
emance of the State and not for preferential
admissions to educational institutions. The
practice of giving preferential admissions to
educational institutions came into vogue subse-
quently. In the beginning, the State Governments
were asked to introduce affirmative schemes like
providing scholarships, creating hostel facilities
to candidates belonging to OBCs, SCs/STs,
increasing the number of hostels, schools and
colleges not only directly but also indirectly by
providing grant-in-aid to private parties. Eco-
nomic status of such candidates was not relevant
at that time as their educational status judged in
terms of English education was not closely
associated with their economic status. Therefore,
economic criteria or means test were considered
as a non-issue at that time. After Independence,
when the Constitution provided for reservation
for SCs/STs in Government service, no attempt
was made to apply means test. At that time
SCs/STs were not adequately represented in
Government service and also because most of
them belonged to low income groups. We have
already referred to Article 335 which requires
Teservation to be made for SCs/STs in Govern-
ment service but does not prescribe any means
test. It is probably because at that point of time
low caste status of SCs/STs was associated with
their Jow income status. It was believed that
SCs/STs were not only low caste people but also,
byandlarge, belonged to low income groups. This
situation probably ‘convinced the Courts to
interpret that there was no need to apply means
test while making reservation for SCs/STs. In
contrast, even though clause (4) of Article 15 and
clause (4) of Article 16 do notexplicitly prescribe
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means test, Courts have always held that it is
necessary to apply means test in order to filter the
better-off among OBC:s for the purpose of giving
reservation benefits. This varying interpretation
gives rise to an impression that courts, while
reviewing the constitutional provisions relating
to reservation for SCs/STs and OBCs, have
interpreted the same differently with reference to
SCs/STs and OBCs. With regard to application
of means test, it appears as though the Courts
themselves have tried to create one set of con-
stitutional provisions for SCs/STs on the one hand
and another set for OBCs. This has not been
noticed by the scholars, leaders of backward
classes, legislators and even legal commentators.
Until such interpretation was given by the High
Courts and the Supreme Court, the State Gov-
ernments which were implementing reservation
policy did not bother to impose means test for the
purpose of eliminating the better-off among
OBC:s from enjoying the benefits of reservation.
In Karnataka, the Miller Committee, the Nagana
Gowda Committee and the Havanur Commission
did not prescribe means test. However, the State
Government Order on reservation, which was
formulated on the basis of the recommendations
of the Havanur Commission in 1977, prescribed
means test as that order was influenced by the
Supreme Court judgement relating to Balaji v.
State of Mysore in which the Court had indicated
that it was necessary to apply means test. Ever
since that time, means test has come to be applied
in Karnataka except for SCs/STs and backward
tribes. This has introduced an element of equity
into the reservation policy. It is true that false
income certificates have been used particularly
by the ineligible candidates from rural areas to
obtain admission toprofessional courses. Inorder
to prevent this, multiple means tests were sug-
gested by the Venkataswamy and Chinnappa
Reddy Commissions.

It can be argued that such multiple means tests
should be applied even to SCs/STs. This needs
some explanation. Caste and class were by and
large coterminous for SCs/STs when the Indian
Constitution was framed. Most of SCs/STs were
the poorest among the poor who depended on
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menial occupations. But after 46 years of Inde-
pendence there is clear evidence of class forma-
tion taking place among SCs/STs. Today amiddle
class has emerged even among the SCs/STs and
reservation benefits under Articles 15(4) and
16(4), which were intended for off-setting envi-
ronmental deficiency, are no longer required for
the middle and upper class SCs/STs, particularly
for the better-off among them who are engaged
in modem occupations. Besides a number of
castes which never suffered from the stigma of
untouchability like Bovi, Beda, Nayaka, etc.,
have been added to SC/ST lists not merely at the
time of framing the lists butalso recently. In other
words, SCs/STs lists have also become a politi-
cally populist measure in recent years. This has
thrown open reservation benefits to a number of
prosperous and hence undeserving sections of the
society. As a result, the really deserving among
former untouchable SCs/STs have not benefitted
from the reservation policy. Surprisingly, the
recent judgement of the Supreme Court requiring
that the means test should be applied to OBCs has
observed that ‘This discussion is confined to
Other Backward Classes only and has no rele-
vance in the case of Scheduled Tribes and
Scheduled Castes’ [Judgements Today, 1992,
para809]. Why? The Court has not advanced any
justifiable reasons for not applying means tests to
SCs/STs. This is a weakness of otherwise well
thought out judgement. If means tests cannot be
applied to SCs/STs, they cannot be applied to
OBCs also. To this extent the opposition to the
acceptance of the recommendations of the
Creamy Layer Committee is justified. The Con-
stitution does not make any distinction on this
issue. In view of such soft attitude shown by the
Courts to SCs/STs in the past, the better-off
amongthem have hijacked most of the reservation
benefits. Therefore, it is necessary for the
Supreme Court to reconsider its view on this
issue. If we remove the ‘Creamy Layer’ among
the SCs/STs and OBCs from the benefits of
reservation, then there will be more opportunities
left for the really deserving among them to pro-
mote their advancement. It would be necessary,
therefore, to apply means test uniformly to both
for SCs/STs and also for OBCs for preventing the
children of those engaged in modem occupations
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and falling in high income groups in adminis-
trative services, from enjoying the benefits of
reservation. Since the Scheduled Castes and
Scheduled Tribes are listed in the Constitution
(Scheduled Castes) Order 1950 as amended by
the Scheduled Castes and Scheduled Tribes
(Amendment) Orders, the question of identifying
them by using occupational-cum-educational
criteria does not arise. They are already identified
by the President. But multiple means test will
have to be used to prevent the better-off among
them from enjoying the reservation benefits in
future. This has become necessary and should be
implemented with immediate effect. The existing
lists should be reviewed once in five years for
removing those who show clear signs of
advancement. Multiple means tests, by reducing
the number of candidates aspiring to enjoy the
benefits of reservation, will provide more
opportunities for deserving OBCs, SCs/STs
within the 50 per cent ceiling limit. In absolute
number they will have more opportunities thanat
present. What is relevant for uplifting backward
classes is not mere proportion but also absolute
number.

Secularisation of Reservation

Another important issue which the Supreme
Court has resolved is the relevance of reservation
to non-Hindu communities. This was a bone of
contention for a long time particularly in the
southern States. Some of the judgements
restricted the reservation benefits to only back-
ward classesamong Hindureligious group. Some
of the Backward Classes Commissions, like the
Havanur Commission, did the same. But the State
Government orders based on such recom-
mendations did provide for reservation for Mus-
lims and SC-conven-Christians. Now the
Supreme Court judgement has resolved the issue
by bringing all other minority groups under the
umbrella of reservation, This is in the fitness of
things because the Indian Constitution which is
secular in foundation cannot deny reservation
benefits on the basis of religion alone. Since the
Supreme Court has restricted protection to
minorities under Articles 29 and 30 in regard to
reservations by applying 50 per cent ceiling 0
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minority run educational institutions also, it is
only fair that the Court has secularised the res-
ervation policy. The Supreme Court has done
what the BJP has been advocating, that is, treating
minorities on par with all others. This seculari-
sation of reservation policy has gone unnoticed
by commentators. It is the firststep in the direction
of making all communities to become part of the
national mainstream.

Reservation in Promotions

Yet another important issue which has received
the attention of the Supreme Court is reservation
in promotions. The Milier Committee in the State
of erstwhile Mysore did not recommend reser-
vation in promotions. This issue was not at all
considered by the State Governments until the
1970s. In Karnataka reservation in promotions in
the State Government service was introduced for
only SCs/STs during the Chief Ministership of
Mr. Devaraja Urs. Ever since then, it has been
operating. However, no reservation has been
provided in promotions to OBCs. At the national
level, reservation in promotions for SCs/STs has
been implemented in Central Government orga-
nisations like Railways. The Supreme Court
upheld such reservations in promotions for
SCs/STs in Rangachari case in 1961, again in
Hiralal case in 1970 and again in Akhila Bhara-
thiya Soshit Karmachari Sangha case in 1980.

Itmay be noted in this context that Article 16(4)
provides ‘for the reservation of appointments or
posts in favour of any backward class of citizens
whichinthe opinion of the State, is not adequately
represented in the services under the State’. This
constitutional provision does not make any dis-
tinction between reservation in the. initial
appointment at the entry level and at any higher
promotional levels inthe service. Absenceof such
distinction and absence of explicit ban on reser-
vation in promotions probably led the Supreme
Court to uphold reservation in promotions for
SCs/STs in the past. In the judgement delivered
in 1980 by a single judge, the Supreme Court
justified reservation in promotions on the ground

that there were hardly any officers at the top level-

Railway administration, thereby applying ade-
quacy principle. Now the majority judgement has
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held that reservation in promotions is
unconstitutional. The four concurring judges
have observed that reservation under Article
16(4) is confined to initial appointment and res-
ervation in promotions is not only unnatural and
unconstitutional, that is, violative of Article
16(1), but will also perpetuate past discrimina-
tion. This is a welcome change in the judicial
opinion of the Apex Court. The Court has ruled
outreservation in promotions in any Government
service either for SCs/STsorOBCs, asithasgiven
rise to a lot of resentment and demoralisation at
the upper echelons of the administration. It is
patently wrong and oppressive to senior officers
to work under their juniors in the course of their
service. This will certainly lead to inefficiency
and negligence in Government service.
However, while invalidating the reservation in
promotions, the Supreme Court has wavered
about the implications of such invalidation. The
Court observes that the existing benefits of res-
ervation in promotions need not be disturbed, it
may continue foranother five years and that, only
after five years this judgement will become
operative in invalidating reservation in promo-
tions. This is a paradoxical constitutional pro-
nouncement. Because the Constitution does not
explicitly allow reservation in promotions under
any provision. So the policy of reservation in
promotions was extra-constitutional. It interfered
with the Fundamental Rights and hence the Court
has taken the right view on the constitutional
invalidity of reservation in promotions. But
having pronounced the judgement that the res-
ervation in promotions is constitutionally invalid,
the Court cannot validate reservation in
promotions for another five years and invalidate
the operation of its own judgement for five years.
This has created a ridiculous situation. This is
confusing and sclf-contradictory. One can
understand not removing reservation benefits in
promotions which have been effected in the past
as they would affect the presentincumbents. Such
opinion can be defended on the ground of being
necessitated by administrative expediency. But
after having held reservation in promotions
invalid, the Court cannot prevent constitutionally
invalid action to be continued for five years.
Either reservation in promotions is valid or
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invalid, here and now. Itis ludicrous to hold them
invalid after five years. This judgement does not
square well with service law or the Fundamental
Rights. We hope that the Supreme Court will set
right this flaw in its judgement in the immediate
future.

The Supreme Court has also observed that
adequate representation for SCs/STs and OBCs
could be made available by making direct
recruitment at any level of appointment except in
certain specific areas like defence, air-transport,
technology and top level jobs in research insti-
tations. One may question the extension of such
reservation to other areas other than defence. But
considering the need for ensuring excellence in
certain areas of national life, the Court’s judge-
ment should only be welcomed. The restrictions
do not prevent meritorious SCs/STs and OBCs
for competing for these posts on the basis of
excellence.

Executive Order Versus Legislation

A minor issue on which the Supreme Court has
pronounced its views is the instrumentality of
reservation policy, namely, whether it should be
formulated and implemented through a legis-
lation or an executive order is sufficient. The
Court observes that reservation benefits can be
provided by the Parliament, State Legislatures,
through statutory rules as well as by way of
executive instructions issued by the Central and
State Governments from time to time. Executive
instructions can be issued only when there are no
statutory provisions on the subject and executive
instructions canalso be issued subject to statutory
provisions when those provisions are silenton the
subject of reservation. The Court has, no doubt,
brushed aside the contention of the petitioners that
Article 16(4) is only an enabling provision and
that its intention should be implemented through
appropriate legislation. This is only a technical
argument and hence the Court has rejected such
trivial argument by drawing the attention of the
complainants to the concept of law under Article
13(3)(a) which ‘includes any ordinance, order,
bye-law, rule, regulation, notification, custom or
usage having in the territory of India the force of
law..." [Judgements Today, 1992, para 735).
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While upholding the validity of executive order,
the Supreme Court has not recognised its lim-
itations in effectively implementing a more
objective reservation policy. It has been the
experience of many States where the benefits of
reservation have come to be grossly misused not
only by the ineligible people but also by those
who are eligible. It has become a common prac-
tice for ineligible persons to get false caste-
cum-income certificates to get entry into
professional courses, though it is relatively less
in regard to entry into Government jobs. This is
much more soin the case of persons coming from
rural areas where their parents are engaged in
self-employment and estimation of their income
becomes difficult. The practice has degenerated
to such a level that children of ineligible parents
are adopted for a consideration by their servants
belonging to low castes, just to get admission into
professional courses. Even courts have taken a
technical view of such malpractices.

The worst consequence of politicisation of
reservation policy has been its misuse by even the
cligible candidates under reservation policy.
Students belonging to SCs/STs and OBCs are
given scholarships and hostel facilities. In addi-
tion to these, lump sum monthly paymentis made
towards their boarding charges. These facilities
have been provided without insisting upon any
performance criteria like passing their examina-
tions regularly. Even the minimum performance
testis not insisted upon; as a result, public money
has come to be wasted on these students who do
not bother to complete their studies within a
reasonable period of time. All these instances go
to prove that the impact of reservation on the
beneficiaries has not been assessed by the State
Govemments. This leads to wastage of scarce
funds and limited opportunities. Consequently,
social inequalities continue to persist. On the
other hand, it has led to great resentment on the
part of the poor but meritorious candidates who
are not eligible for reservation benefits. This
feeling got manifested itself in self-immolationin
November, 1990. Therefore, there should be a
penalty for those who manipulate records, pro-
duce false certificates and indulge in such other

‘malpractices. Hitherto, the practice has been t0

pass executive orders to implement the decisions
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of the State Governments on reservation policy.
Such executive orders cannot provide for penal-
ties. Only legislation can provide for punishment.
It should be made compulsory that only those
candidates who pass the annual examination will
be eligible for monetary benefits. The benefits
should be discontinued for those who fail in the
annual examination. In order to make it effective
itis better that reservation policy is implemented
through legislation. It should contain severe
penalties for those who indulge in malpractices,
penalties for giving and taking false certificates,
declaring incorrectincome and also for the failure
of Government organisations to implement
objectively formulated reservation policy. This
will put reservation policy on a firm footing with
necessary checks and balances. The Supreme
Court judgement does not come in the way of
passing such legislation.

High Handed Judgement Against High Courts

Another minor issue on which the Court has
passed a novel judgement is on the appellate
powers of the High Courts. The Supreme Court
judgement has put a ban on the High Courts
hearing cases relating to reservation issues. The
justification of the Supreme Court for insisting
thatany appeal on matters relating to reservation
policy should be preferred only before the
Supreme Court, may be defended on the ground
that in the past the High Courts gave conflicting
judgements on various issues relating to reser-
vation policy. Hence, the Supreme Court has
taken upon itself the responsibility of dealing with
future cases. But objectively speaking, consis-
tency and judicial logic were also lackingin sev-
eral judgements of the Supreme Court itself in the
past. Many of the pastjudgements of the Supreme
Court relating to the issues concerning reserva-
tion policy were conflicting. In fact, the
November 1992 judgement itself conflicts with
some of the earlier judgements on specific issues.

But a more fundamental issue is - can the
Supreme Court take away the constitutional
power givento the High Courts on judicial review
re}ating to constitutional provisions? The Con-
stitution under Articles 131, 225 and 226 have
confermred the power of judicial review on both the
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Supreme Court and the High Courts on consti-
tutional matters. This has been considered as one
of the features of the basic structure of the Indian
Constitution. This power of the Courts cannot be
abridged by any amendment to the Constitution.
Being so, how can the Supreme Court abridge the
power of the High Courts? Will it not amount to
changing the basic structure of the Constitution?
Does it not imply an attempt at self-destruction
by the judiciary? If the Supreme Court bars the
High Courts from exercising power of judicial
review on issues relating to reservation policy,
some day a powerful, thoughtless politician with
brute majority in the Parliament may quote this
precedence to abridge the power of the Supreme
Court to pronounce any judgement on other
features of the basic structure of the Constitution.
The Supreme Court has only paved the way for
destruction of the judiciary in India. It is necessary
to restore the power of the High Courts toreview
the constitutional validity of reservation provi-
sionsin the light of the Supreme Court judgement.
Since the Supreme Court has already laid down
certain broad guidelines on the reservation policy,
the High Courts cannot go beyond these guide-
lines and therefore, there should not be any fear
about their becoming inconsistent and illogical in
their views. Apart from this, the cost of justice
has gone upbeyond expectation. In a vastbut poor
country like India, an ordinary citizen cannot
afford to go to Dethi to seek justice in the Supreme
Court on matters relating to reservation policy.
Precisely for this reason, different States have
been demanding for the Supreme Court benches
to be located in their capitals. This may not
materialise in the near future. Therefore, the
Supreme Court should restore to the High Courts
their power of judicial review relating to reser-
vation policy.

Permanent Backward Classes Commission

A final point which has got a lot of practical
implication for the future reservation policy is that
the Supreme Court has held that the Central and
State Governments should appoint permanent
Commissions, within four months from Novem-
ber 1992, to conduct a comprehensive socio-
economic survey of the population and apply
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appropriate criteria broadly indicated in the
judgement to identify backward classes. How-
ever, in the case of those States which are already
operating some form of reservation policy, the
Court has allowed them to continue that policy
but has made it compulsory on their part also to
appoint permanent Commissions within six
months to hear the grievances of the people on
inclusion or exclusion of castes and communities
in the list of backward classes and such Com-
missions’ opinion should be normally binding on
the Governments.

At present the Central Government has no
reservation policy for OBCs. Some States do not
have reservation policies worth their name. These
Governments should have appointed a permanent
Commission each by the end of March 1993 to
suggest criteria and identify backward classes for
reservation benefits. Other States which are
already having some form of reservation policy
should have appointed permanent Commissions
by the end of May 1993 and asked them to hear
the grievances. Both these types of Commissions
will have to conduct comprehensive socio-
economic surveys and not a survey of only some
sections of the people. Indirectly and implicitly,
the Supreme Court judgement has compelled the
Govemnment of India to include caste as an item
in the census enumeration in future for it is only
through the census that a complete picture of the
socio-economic status of all people can be com-
prehended. Since the 1991 Census has already
been completed without collecting information
on castes, all these permanent Commissions will
have to conduct a sort of census enumeration of
all castes in their respective States. This will
involve huge expenditure. But it will also test the
ability of social scientists and statisticiansand the
impartiality of the permanent Backward Class
Commissions.

In conclusion, it may not be an exaggeration to
say that the recent judgement of the Supreme
Courtrelating to the Mandal Commission Report
case has tried to suggest a more objective reser-
vation policy to promote social justice in the
country. The Court has exhibited its
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determination to rise to the occasion when situ-
ation demands to save the country from disinte-
gration, It has proved that the executive
represented by the Central and State
Governments have failed to promote the interests
of the really deserving SEBCs in the country.
Even so, the views of the Court on two specific
issues namely unconstitutionality of reservation
in promotions and the need for uniform applica-
tion of means test to OBCs as well as SCs/STsdo
indicate some degree of indecisiveness. We hope
that the Court will form its views on these crucial
issues in the near future.

NOTES

1. The nine-judge Constitutional Bench included the then
Chief Justice M.H. Kania, the present Chief Justice M.N.
Venkatachallaiah, Justice A.M. Ahmadi, Justice B.P. Jeevan
Reddy, Justice S .R. Pandian, Justice P.B. Sawant, Justice T.K.
Thommen, Justice Kuldip Singh and Justice R.M. Sahai. The
first four judges delivered one common judgement written out
by Justice B.P. Jeevan Reddy which is known as majority
judgement. Justice S.R. Pandian and Justice P.B. Sawant
though delivered separate judgernents have concurred with
the majority judgement on many crucial issues. However,
Justice T.K. Thommen, Justice Kuldip Singh and Justice RM.
Sahaihavedelivered a common judgement which is dissenting
and known as the minority judgement.

ABBREVIATIONS
OBCs  Other Backward Classes
SCs Scheduled Castes
STs Scheduled Tribes
SEBCs Socially and Educationally Backward Classes
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TOURISM TRADE OF INDIA: TERMS OF TRADE

H. Ashok Chandra Prasad

In this paper anattempt has been made to compute India’ s Terms of Tourism Trade with important
tourism trading partners of India. Since, in tourism trade, actual prices were considered to be more
important than changes in prices, actual prices of tourism services of India and other countries from
the North and the South were compared. The study shows that improving income terms of tourism
trade and balance of tourism trade are more important for India, than improving net barter terms
of tourism trade. Policies to be followed in this regard have been suggested.

The tourism sector is one of the most important
service sectors of India in terms of net foreign
exchange eamnings. It has become the largest
foreign exchange earning sector and has become
more important than the largest foreign exchange
earning commodity sector like gems and jewel-
lery in terms of foreign exchange earnings and net
benefits. The study of the different aspects of this
sector is important for India at this juncture when
the liberalisation of services sector of the Indian
economy is under way. In this paper, an attempt
has been made to deal with India’s terms of
tourism trade.

India’ s Terms of Tourism Trade

“Terms of trade in services’ is a neglected area
of research. An attempt had been made earlier by
the author to study the terms of trade of some
‘Invisibles’ like Shipping and Foreign Investment
[Prasad, 1990]. In this paper an attempt has been
made to extend the terms of trade concept to
tourism trade. Before doing so a brief survey of
the attempts by others economists to do so may
be in order.

Brief Survey of Attempts at Extending the Terms
of Trade Concept to Tourism Trade

In the single attempt of computing unit-value
indices for tourism services (exports and imports)
and consequently including it in the terms of
service trade for India, Neela Mukherjee [1985a],
took the number of tourists visiting India as the
quantum of travel in the case of both the receipts
and payments index.

Ely Devons [1954, Pp. 258-275] in his attempt
at extending the terms of trade for the current
account of the balance of payments, made use of

the data published by the annual Blue Book on
National Income and Expenditure [CSO, U.K.,
1946-52, p. VIII] which gave estimates of ser-
vices at constant and current prices. Similarly, the
Organisation  for  FEuropean  Economic
Co-operation (OEEC) calculated the terms of
trade for goods and services, based on the figures
of the Blue Book on National Income and
Expenditure [OEEC 1952, p. 115].

Brief Survey of Attempts at Pricing Tourism
Services

In most national accounts, the estimates at
constant prices are prepared separately for the
important services generally by carrying forward
the base year estimates by relevant indicators
measuring the volume of activity. In the UK, for
travel and ‘other services’ domestic and retail
price indices are used and adjusted for changesin
foreign exchangerates [CSO,U K., 1956, p.347];
in the USA, cost of living indices adjusted for
exchange rate changes are utilised for deflating
travel expenditure; in Japan, consumption by
non-residents is deflated by the overall urban
consumer price index and consumption by resi-
dents in foreign countries is deflated by a
combination of the consumer price indices to the
USA and countries of the EEC. In Panama,
indices of consumer prices in countries visited by
Panamanian nationals is used to compute the
travel price index [UNO, 1979].

Inthe World Bank Staff Working Papers, Andre
Sapir and Emnst Lutz used the implicit GDP
deflators to deflate exports of tourism as the
consumer price index was not available for some
regions [Sapir and Lutz, 1980, Pp. 12-13}. For
travel imports, the price index was also based on
regional GDP deflators, which for each region,
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were combined by using as weights the share of
that region’s tourist expenditures spent in the 14
regions.

In the study by Pronab Sen, for estimating the
model for tourism, the domestic price measure
and the foreign price measure were used [Sen,
1985, Pp. 40-42]. The consumer price index had
been used to capture the former variable, while
for the latter, the change in prices in local currency
terms and the change in exchange-rate of the
currency vis-a-vis the generating country were
used along with appropriate weights for the
generating country. These weights were the
average length of stay of all tourists in a country,
times the number of tourists of each generating
country intime¢, as a proportion of the total length
of stay of all tourists in the country in time ¢ times
the number of total tourists in time ¢. The above
system of weight was used instead of the per-
centage of tourist nights spent in the country
(which according to him was the best weight) as
not all countries maintain data on the average
length of stay by country of origin.

The World Tourism Organisation (WTO) study
which briefly examines the issue of economic
effects of tourism on the terms of trade, points out
that ‘although there are no specific studies on this
point, a number of indicators show that this effect
of tourism improves the terms of trade of devel-
oping countries’. It further states that ‘while there
are no tourism price indices, some indicators
(average expenditure, price of particular services,
etc.) show that between 1970 and 1976 there was
a constant upward trend. . . The causes of this
increase and greater stability of tourismpricesare,
inter-alia, constant growth of demand, rigidity of
medium-term and long-term supply, relative
stability of business tourism growth and the
impossibility of creating strategy or speculative
stocks as in the case of agricultural or mineral
products, since tourism services cannot be
stored’. Finally it concludes that ‘these indicators
and their explanations show that tourism service
prices are more stable with a rising trend at
international level than those of the traditional
agricultural and mineral export products of the
developing countries. In this respect, the terms of
trade may improve when the developing countries
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achieve greater stability in their export income
through tourism, making a greater contribution to
their total efforts’ [WTO, p. 67].

Critique of the Methods used in Pricing Tourism
Services or Extending Terms of Trade to include
Tourism Services

Most studies use the consumer price index or
wholesale price index or GDP deflators to deflate
travel expenditure. Simply using these deflators
for extending net barter terms of trade concept to
travel trade is not suitable as the consumer price
(or retail price or wholesale price or GDP defla-
tors) themselves become the travel price. There
is the need to construct a special consumers’ price
index, which takes into account the items gener-
ally consumed by tourists along with their
respective weights. Besides, the effect of changes
inexchangerates have to be taken care of, as done
in the national accounts methods of some coun-
tries like the UK, which, however, do not use
special consumer price indices.

The price of travel services should help in
comparing the relative costs incurred by tourists
inthe home country and abroad. The costofliving
index, wholesale or retail price indices, used as
deflators in the national accounts estimates of
some countries, are at least reasonable enough to
be rough indicators, but just dividing total travel
receipts by number of tourists in the case of
receipts index and dividing total travel payments
by number of Indian tourists abroad, for payment
index, as done by Mukherjee [1985a], cannot
even be a rough representative index of the price
of tourism services. It only shows the expenditure
per tourist in India versus expenditure per Indian
tourist abroad.

The price index for tourism services used by
Pronab Sen is also not quite proper. Even the best
method suggested, but not used by him, that is,
using the percentage of tourist nights spentin the
country as weights to combine the consumer price
index and exchange rate index, ignores the fact
that some tourists may be high spenders, as shown
in the study of the Ministry of Tourism, [1986,
Graph IV]. The bestmethod of weighting istouse
the exchange eamings from the respective
countries. Again using exchange rate index and
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then using weights is wrong. We have to first give
weightage to the exchange rates (and not their
index) and then make an index of the same.
However, the purpose of Pronab Sen and our
purpose differ.

The World Tourism Organisation study which
identified the factors leading to increasing and
stable tourism prices came to the conclusion that
terms of trade would improve due to tourism,
without considering the effect of exchange rate
changes. The rising tourism prices may turn out
to be adverse when corrected for exchange rate
changes.

Method of Pricing Tourism Services for Com-
puting Terms of Tourism Trade

The First Best Method

The first best method in the case of pricing
tourism (travel) services is to take the prices of
commodities and services consumed by the tou-
rists like boarding and lodging, travel, shopping,
etc and combine these prices with the help of
weights which are the proportion of expenditure
by tourists on these different categories. If the
broad definition of tourism including passenger
fares is taken instead of the balance of payments
definition, then a special passenger fares index
should be constructed by taking the passenger
fares from the main tourist generating countries,
with the respective number of passengers as
weights. This passenger fare index should be
Incorporated into a total tourism price index by a
new set of weights which also include the pro-
portion of expenditure by tourists for passenger
fares along with other expenditures. However, it
is better to stick to the balance of payments
definition of travel and exclude passenger fares
as passenger services may be provided by
domestic planes or ships to nationals or by foreign
planes or ships to foreigners, which cannot be
considered as foreign trade of the nation; pas-
senger fares can be included separately under
‘transportation services’ or ‘Aviation Services’;
travel price is a common factor in both the export
and import index; for the purpose of terms of
tourism trade, changes in travel price can be
considered as constant if the percentage of tourists
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from/to different sources and destinations are the
same,

The tourist price index obtained as per the
method suggested above, should be corrected for
exchange rate changes with the help of a separate
exchange rate index weighted by the proportion
of expenditure of the major currencies in
receipts/payments.

The Method Followed in Our Study

The first best method cannot be followed for the
present, due to paucity of necessary data. So the
alternative method outlined below has been fol-
lowed by us in this study. At the very outset, we
would like to state that we have been unable to
compute the general terms of tourism trade for
India, as we do not have data of the expenditure
of tourists by different currencies (or at least of
the different countries as proxies) to use as
weights for the different exchange rates. Though
travel eamnings/payments from dollar area can be
taken as receipts/payments from the North
American tourists; travel earnings/payments
from OECD area as receipts/payments from
French and German tourists; in the case of sterling
area, we have many other countries other than the
United Kingdoms, especially Pakistan and Ban-
gladesh, the two dominant trading partners in
India’s tourism from the South; in the case of the
rest of the Non-Sterling areas also we have many
other countries other than Japan. Tourist
days/nights spent in the case of the different
dominant countries in tourism trade cannot be
taken as a proxy for the weights of the different
exchange rates of currencies as the expenditure
pattern among tourists also changes. Because of
these difficulties we have computed only
country-wise terms of tourism trade for the major
sources of and destinations of tourists from the
Northin the Indian case, namely, USA, UK., West
Germany, France and Japan and also Pakistan to
represent the South (as the consumer price index
and also exchange rates of other important tour-
ism trading partners from the South, like Ban-
gladesh and Sri Lanka are broadly in tune with
those of Pakistan). On the basis of these results
we have tried to arrive at general conclusions. One
should note that while it is difficult to calculate
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country-wise terms of trade, butrelatively easy to
arrive at general terms of trade for other services,
in the case of tourism services, the situation is
quite the opposite!

The Export Price Indices of Tourism Services

In the absence of separate data for the expen-
diture pattern of tourists of differentcountries, the
general expenditure pattern of all tourists based
on the surveys conducted from time to time has
been made use of to represent the expenditure
pattern of tourists from each of the six countries
considered here. In the case of the five developed
countries the expenditure pattern can be consid-
ered to be broadly the same, while for Pakistan it
may differ slightly. The expenditure pattern of
foreign tourists under the different surveys (Table
1) shows an almost constant percentage of 70 per
cent for boarding, lodging and internal transpor-
tation and 30 per cent for shopping and miscel-
laneous activities. The price index for boarding,
lodging and travel can be obtained by using the
implicit price indices for transport, communica-
tion, trade, hotel and storage category, which in
turn is obtained by deflating the NDP of these
services at current prices by NDP at constant
prices; the prices of shopping and miscellaneous
categories can be represented by the consumer
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price index for urban non-manual employees. It
has also been argued that a major percentage of
tourists to India are the $25 a day back-packers
[Suri, 1992a]. Though authoritative data are not
available, the data published by the Ministry of
Tourism [1988], shows a smaller percentage of
tourists belonging to the so-called high spending
class, like businessmen, government officials,
etc. Since the data on tourist arrivals and expen-
ditare also include the arrivals and expenditure of
foreign visitors of Indian origin, the indicator of
cost of living index of urban non-manual
employees as a proxy for the prices of shopping
and miscellaneous services of foreign tourists
seems quite reasonable. Taking the price indices
for these two categories of expenditure and using
the weights of 0.7 for boarding, lodging, enter-
tainment, internal travel category and 0.3 for
shopping and miscellaneous categories, the
general uncorrected export price index for tour-
ism has been constructed. This index is corrected
for exchange rate changes, by deflating it by the
index of the exchange rate of the Indian rupee with
the respective currencies (index of rupees perone
unit of the foreign currency). Here we assume that
tourists of a particular country use or convert the
currency of their home country and not that of a
third country.

TABLE 1. PERCENTAGE SHARE OF THE DIFFERENT TYPES OF EXPENDITURE BY FOREIGN TOURISTS IN INDIA

T?'pcs/Years 1965-66 1968-69 1972-73 1976-77 1980 1982-83
(I (2) (3) (4) (&) (6) 0]
Boarding, Lodging, Entertai t 74.0 68.4 . X . 5
and Int, 8. Trgav.e inmen 70.57 68.65 66.54 70.19
Shopping and Miscellancous 26.0 31.6 2943 3134 3348 29.81

Sources: Columns 1 & 2: The Indian Institute of Public
Patternof Foreign Tourists in India, December 1969, (For
g Tourism in India, 1968)

inion, New Delhi: A Survey of Expenditure, Composition and Reaction
olumn 1: quoting Ministry of Transport and Shipping: Economic Survey

olumns 3 & 6: Ministry of Tourism, Government of India: Indian Tourism Performance and Potential 1981-1991 (updated by IIPO,

New Delhi, 1986).
Import Price Indices

In the case of the import index, the consumer
price index of the concerned foreign country is
taken as a proxy for the uncorrected import price
index. This is because we do not have data of the
expenditure pattern of Indian tourists abroad.
These indices are corrected for exchange rate
changes by deflating the index of the inverse of
the exchange rate of the Rupee with the respective
currency (foreign currency per Rupee).

Terms of Trade

The export and import price indices corrected
for exchange rate changes for the six countriesare
used to obtain the net barter terms of Tourism
Trade of India with these countries. In the case of
USA, the income Terms of Trade has also been
calculated by taking the travel receipts of India
from the dollar area to represent the value of
tourism service exports to USA. The value index
is deflated by the import price index of tourism
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imports from USA to obtain the income terms of
tourism trade with USA. Similar exercises could
not be conducted for the other countries as sep-
arate value figures are not available.

Analysis and Results

We have to confess about two things before
proceeding in our analysis.

1. Our export index is for financial years, while
our import index is for calendar years, though a
financial year includes nine montlis of a calendar
year.

2. Given the nature of the data, especially the
assumptions made, our results should be used
only to see the trends in general.

The results given in Table 2 show that the net
barter terms of tourism trade with the selected
developed countries is adverse for India for
almost all the years, with the exception of the
United Kingdoms for some years in the seventies
and eighties. If 1960-61 is taken as the base year,
onecan notice that India’s terms of tourism trade
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hasbeen deteriorating with all selected developed
countries. In the case of Pakistan too, unfavour-
able or less favourable effect can be seen. The
deterioration is especially sharp in the case of
Japan and West Germany.

The uncorrected terms of tourism trade of India
(givenin Table 3) onthe otherhand, is favourable
with the USA, West Germany and Japan for most
of the years, less unfavourable in the case of
France, more unfavourable in the case of the
United Kingdoms and unfavourable inthe case of
Pakistan. Thus on the whole, with the exception
of the terms of trade in the United Kingdoms, the
uncorrected terms of tourism trade of India with
developed countries have been unfavourable or
more unfavourable when corrected for exchange
rate changes, while the opposite is true with
Pakistan. This clearly shows that exchange rate
changes are the most important factor in India’s
terms of tourism trade. This also showsthe fallacy
of other studies on terms of tourism trade which
do not consider the changes in exchange rates.

TABLE 4. TRENDS IN TOURISM PRICES

(Per Cent)

Country 1978-77 1979-78 1980-79 1981-80 1982-81  1983-82

o (2) 3) (4) (5) (6) 4] (8)
1. France H 8.9 13.4 156 181 14.5 .

R 117 127 142 14.6 131 .

C 9.4 10.8 136 134 113 956

2. Germany H 74 71 77 84 59 5.1
R 5.6 5.1 51 60 44 29

T 4.8 53 3.6 9.0 6.1 52

C 27 41 55 59 53 30

3. Taly* (1) H 16.7 19.0 266 263 183 193
R 143 173 237 202 182 16.0

T 12.8 152 233 217 188 16.5

C 12.1 14.3 212 178 165 14.7

4. Switzerland ** (2) H 25 29 45 73 83 5.1
R 20 20 35 60 66 38

C 10 36 40 65 57 29

5. United Kingdom *** (3) H 280 210 250 260 150 10.0
R 11.0 17.0 20.0 3.0 80 70

T 14.0 12.0 26.0 130 90 70

C 8.0 13.0 18.0 120 90 50

6. Canada *+++ (4) H 1.7 8.1 132 163 163 57
R 6.6 12.1 8.8 96 102 57

T 79 93 12.7 159 140 55

7. A C 9.0 9.1 10.; }%g }8'3 g;

- Australia (5 12 11.3 1l , . K
© Ifx‘ ! . . - 9.6 10. 84

E 70 92 102 113 110 856

Average increase of: H: Hotel Prices: T: Travel Price Index; R: Restaurant Prices; C: Consumer Price Index (CPI).

;; Italy: T = hotels, restaurants and
3) United Kingdom: T applies only to foreign tourists.
da: H = hotels 3 molcls.yR = focodB

5 foms

Australia: position; every fourth quarter of each year. H = change in the priceof aroom in hotels, motels and s
R =change in the price :frl};\cals ul(tlen outside hcn)\,e and take-away food F

state capital citics.
Source: OECD [1984].

blic establishments (bars, night clubs, sca-side resorts, etc.).
Switzerland: H = hotels and similar establishments. R is estimated.

urchases for restaurants, T calculated from domestic tourist spemjin§ pattemns only.
imilar cstab)

lishments.

onc component of the CPI).C= weighted average of cight
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One more point to be noted here is that in the
importindex, hotel, restaurants and internal travel
prices have not been specifically considered and
only consumer price indices have been taken. The
factthat these prices for OECD countries increase
at a higher percentage than consumer prices
(Table 4) implies that India’s terms of trade cor-
rected for exchange rate changes with these
countries is more unfavourable. India’s income
terms of trade with USA has risen sharply (Table
5), though the net barter terms of tourism trade
has been deteriorating. The fact that the number
of tourists from other countries has also been
increasing and the travel receipts from all areas
are increasing, indicates that the income terms of
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tourism trade for India is highly favourable. The
credit of making the income terms of tourism
trade favourable, despite a deteriorating net barter
terms of tourism trade goes to the quantity of
tourism services, which are the quantity of ser-
vices consumed by foreign tourists to India. This
depends on three factors, namely the number of
tourists, number of days stayed in India and the
per day per tourist expenditure. In Table 6 the
number of tourists, average number of days stayed
by foreign tourists in India and the average
spending by tourists per day are given. The table
shows that the average length of stay is more or
less the same. So the dynamic factors are number
of tourists and expenditure per tourist.

TABLE 5. INDIA'S INCOME TERMS OF TRADE WITH USA

Year Value Index (Index of travel Import Price Index of Tourism Income Terms
receipts from dollar area) Services from USA (comrected of Trade
for exchange rate changes)

m @ ) “@
1960-61 32 50 64
1961-62 37 50 74
1962-63 37 51 3
1963-64 41 52 rL)
1964-65 47 52 90
1965-66 46 84 55
1966-67 41 86 48
1967-68 60 88 68
1968-69 16 92 17
1969-70 114 97 118
1970-71 100 100 100
1911-12 110 116 95
1972-13 132 121 109
1973-14 166 128 130
1974-75 303 156 194
1975-76 541 169 320
1976-77 848 179 474
1977-718 1,016 182 558
1978-19 1,258 189 666
1979-80 1,393 208 670
1980-81 1,395 231 604
1981-82 2241 288 718
1982-83 1,878 130 569
1983-84 2,026 364 557
1984-85 2,678 437 613
1985-86 4924 466 1.057
1986-87 6172 496 1244
1987-88 6,281 52 1,208
1988-89 8,199 606 1353
1989-90 9380 730 1,285

Source: Calculated as per the method given in the text.
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TABLE 6. DIFFERENT INDICATORS OF TOURISM EXPORTS OF INDIA
Years No. of Visitors Average Length Visitor Days Receipts from Tour-  Average Spendi
T L - rage diny
('Ijoyns!sg mcl;duﬁg ‘;fl Sla;! 2x3 ism (in millions of per Touristp:r dag
visitors from - ays dolla in d
stan and Bangladesh . ™ fin dollars)
1) @ 3) 4 5) 6)

1984 1,193,752 284 339,02,556 735 21.68

1985 1,259,384 29.9 376,55,581 897 3.8

1986 1,451,076 297 430,96,957 1,157 26.85

1987 1,484 290 29.8 44231342 1343 30.36

1988 1,590,661 29.9 475,60,763 1,407 29.58

1989 1,736,093 - - - -

1990 1,707,158 - - - -

1991 1,677,508 - - - -

Source: Columns 2 and 3 Tourist Statistics (various issues): Ministry of Tourism, Government of India. Column 4: Balance

of Payments Y earbook, 1991, IMF.
Policy Implications

Our study of terms of tourism trade has the fol-
lowing policy implications.

1. The Prebisch-Singer thesis of adverse terms
of trade is applicable even in the case of tourism
services and there is a long-term deterioration in
terms of trade of India with the North. Since till
late the North has been dominating in India’s
tourism trade, the deterioration thesis can be
generalised to the total tourism trade of India.
However with the growing importance of the
South in India’s trade in recent years, we have to
be cautious while making generalisations for
fecent years as two distinct trends are emerging,
a favourable net barter of tourism trade with the
South and an unfavourable net barter terms of
tourism trade with the North.

2. Unlike commodity trade, in the case of
tourism trade adverse or favourable net barter
terms of trade is mainly dependent on exchange
rate changes. The Real Effective Exchange Rate
(REER) used in many studies, especially by the
World Bank to measure the competitiveness of an
economy, is really a good indicator to measure
the competitiveness of tourism services, though
one should be skeptical of the indiscriminate use
of this measure to measure competitiveness in the
commodities sector and other services sector.

3. Though the net barter terms of trade uncor-
rected for exchange rate changesis favourable for
India with the North implying that the tourism
export prices of India have increased relatively
higher than the tourism import prices, tourism
export prices of India are still considered to be
low when compared to the countries of the North,
while it is competitive compared to the countries
of the South. (See, for example, the comparative
hotel rates given in Table 7 a and b). In tourism
trade, it is the actual prices which are more
important than changes in prices. In fact when a
tourist decides totour, his decision relating tocost
factors will be based on the prices prevailing in
his own country, the country which he proposes
to tour and the competitors to this country.

4, While net barter terms of tourism trade with
the North has been adverse for India, the income
terms of trade is favourable. This is due to the
higher quantum of tourism service exports and
the dynamic factors here are the number of tou-
rists and per day spending of tourists, while
average length of stay has been more or less stable
over the years. The adverse net barter terms of
trade is in fact the cause of favourable income
terms of trade as many tourists visit India and
spend to a greaterextent because tourism services
are cheap in India. Thus adverse terms of tourism
trade has actually helped in boosting the quantum
of tourism services exported by India.
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TABLE 7. COMPARATIVE HOTEL RATES
) {in USS)

a) South and South-East Asia, 1981

Deluxe or Deluxe First Class/First -

lIl:)i(rsl class Class Standard Standard Economy

Single Double Single Double Single Double Single Double
) ) 3) (4) (5) (6) (7) (8) ©)

i 59.60 67.00 37.34 42.80 27.00 32.00 - N
%A::gl}::)k 64.59 69.89 50.01 54.67 54.69 60.84 21.50 32.90
Hong Kong 83.94 88.91 66.77 70.46 34.05 41.91 15.59 21.16
Singapore 69.06 84.88 41.68 48.82 34.09 39.54 17.84 U1
Colombo 63.26 74.10 21.94 25.65 18.83 23.00 24.91 28.47
Bombay 52.59 63.92 33.37 47.20 17.79 23.32 11.58 17.46
New Delhi 52.08 64.36 30.34 41.40 18.18 26.04 - -
Note: Rates including Taxes and Service Charge.

Source: Ministry of Tourism, India 1986, quoting Water Master Key, 1981.
(in USS$)
b) World Wide, 1986
Deluxe Medium Standard
Single Double Single Double Single Double
) ) 3) 4) (5) (6) 7
Washington 195 215 170 190 145 165
Boston 18010 230 205 10 260 165 190 150 175
New York 32510 350 32510350 245 265 170 200
London 22810 260 228 10260 127 10 198 168 10 231 - -
New Dethi 80 89 52 60 23 29
Bombay 82 91 50 52 25 25
Sydney 103 113 60 63 28 31
Hong Kong 137 149 45 50 34 36
Paris 174 199 95 99 62 11
Vancouver 167 187 146 166 120 140
Tokyo 154 174 129 149 109 129
Singapore* 170 185 155 170 140 155
Bangkok 89 93 69 73 33 33
Jakarta 145 160 67 81 25 33
* Singapore Dollars.

Source: Ministry of Tourism, India, 1986, quoting ABC Worldwide Hotel Guide, April 1986.

_ 5. The fact that the per day tourist expenditure
1s a dynamic factor implies that high spending
tourists should be encouraged. In fact some
economists have even suggested that India should
concentrate on high spending tourists as the
préssure on accommodation will also be reduced.
However, one should note that for a developing
economy like India all types of tourists are
Important and the number of tourists is also a
dynanr'uc factor. Besides in India, the average
spending per foreign tourist is that of a back-
paclger. While this is due to the low-spending
tourists from many underdeveloped countries,
there are also indications to show that a major
percentage of tourists to India are backpackers.
Moreover, the argument that a greater inflow of

low spending tourists leads to greater pressure on
the hotel industry also does not have fim
grounding, as these types of tourists use typesof
accommodation, which are different from lhe
ones used by high spending tourists. In factit1s
the competition between low spending toursts
and domestic tourists for accommodation that 18
more important. In this connection the domestc
tourists should be given incentives to travel dur-
ing scasons when the pressure from foreign tou-
rists is less. Another point to be noted hereis that
the low spending tourists are mainly from the
South and at least half the number of tourisis from
the South are of Indian origin who travel toSouth
India and not the important cities of North Indid
This dispersal trend of tourists automatically



VOL.5 NO .4

eases the pressure on accommodation. Another
related point is that though India is similarly
placed to Sri Lanka in attracting sun-lust tourists,
itisactually not attracting such tourists. Suitable
policies in this direction can help in a greater
inflow of tourists and also increase in the number
of days spent, which of course is still very high
in the Indian case compared to its competitors.

6. Another question which is usually debated is
whether India should increase its tourism prices
(especially hotel rates)? As far as this is on par
with its competitors, it will not greatly harm
India’s interests. However, there is another
alternative. India can either raise its hotel prices
or maintain the stafus quo, while lowering the air
passage fares (of course within the limits allowed
by the IATA). Thiscan be an incentive for foreign
tourists, who usually prefer the planes of their
own country or of other developed countries, to
not only visit India, but also travel in Indian
planes. This can lead to a lowering of air fares to
India by foreign planes as well, which is dis-
criminately higher, while the same is lower to
many neighbouring countries of India. The
introduction of chartered flights and the open sky
policy under the new economic policies of the
government may lead to competitive prices, but
the justification for such a policy is a separate
question. One relevant point to be noted here is
thatitis the efficiency and quality of Indian tourist
services which should be greatly improved. If this
is done, the tourists will ot mind arise in tourism
prices.

1. The theoretical solution to the problem of
adverse terms of trade is to restructure the dis-
tributional pattern of productive resources from
sectors where the foreign exchange realisation per
unit is declining or susceptible to large fluctua-
tions to those where unit value realisation is high
and stable. This is not so relevant in the case of
tourism services where quantity increases, lead-
Ing to higher total foreign exchange eanings, are
also due to relatively lower tourism export prices.
However, what can be done here, is to increase
even the foreign exchange realisation per unit of
tourism services by improvement in quality and
efficiency.

' 8. Finally, though exchange rate changes are
Important factors in terms of tourism trade,
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devaluation or overvaluation are policies with
wider implications, an examination of which is
beyond the scope of this paper and we advocate
only the consideration of a lowering of our pas-
sage fares. However, the present devaluation of
the currency by the Indian Government will lead
to a further deterioration of net barter terms of
trade, but will increase the quantum of tourism
exports. Here promotional measures to attract
high spending tourists and highly potential mar-
kets and also flexible specialisation to cater to the
different types of markets can be advocated.
Already many promotional measures exist and
new ones have been proposed. But they are not at
all considered promotional when compared to
India’s competitors.

9. One interesting feature in the case of prices
of tourism exports of India is that India is the
cheapest destination in the world, but a complete
tour package is uncompetitive compared to
India’s neighbours. The Thomas Cook Travel
agents’ results of Worldwide Cost of Living Index
1992 show that India provides the cheapest hol-
iday resorts to western tourists with the cheapest
food, wine and car-hire [Economic Times,
January 9, 1992]. A three course meal in India
costs Rs 250(£ 4.80), a bottle of wine costs £2.50
in India, £ 18.50 in Hongkong and £ 20.95 in
Thailand; car-hire in India costs £ 50 a week, in
Singapore £ 300 a week and in Hongkong, Kenya,
Jamaica, Seychelles, St. Lucia and Thailand more
than £ 200 a week. Compared to India, taxis are
tentimes costlier in Seychelles, car - hire six times
higher in Singapore, petrol more than twice
costlier in Hongkong, Bermuda and Seychelles.
VISA International in its VISA Travel Cost Survey
of 11 major citiesincluding Hongkong, Singapore
and Tokyo of 15 items, considers India as one of
the best bargains for tourists in the Asia - Pacific
region {Economic Times, October 31, 1992}.
Bombay has the lowest food rates and taxi fares.
Five star accommodation and fast food in India’s
business capital is one of the lowest in the Asia -
Pacific region. Prices of soft - drinks, camera
batteries, taxi fares, hamburgers, accommoda-
tion, steak dinners and tooth - paste, are the lowest
in Bombay. Double room at a top five star hotel
inBombay costsRs 5,525 compared with$387.60
(about Rs 6,860) in Singapore, 425,000 rupiah
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(aboutRs 6,248) in Jakarta and 5,700 Baht (about
Rs 6,441) in Bangkok. However, the package
price of Indian tours is uncompetitive [Suri,
1992b]. For example the package price of an eight
days tour are as follows:

Sri Lanka  Thailand India
DM2,246 DM2,518 DM2,873
DM2,398 DM2,608 DM3,298

While India isthe cheapestdestination, the tours
are costly and the benefits do not go to consumers.
The main cause for this is the high travel costs
and most foreign tourists travel in planes of their
own country or of other developed countries, the
fares of which are costlier than travel by Air-India
and also costlier than the air-fares to competing
countries.

Finally, a removal of the many irritants in the
tourism sector can also improve the quality of our
tourism services and can generally help in
increasing the quantum of tourism services and
attaining higher income terms of trade. Then even
the net barter terms of trade can be increased by
raising tourism export prices without greatly
affecting the quantum of tourism exports.

Summary and Conclusion

In this paper India’s terms of tourism trade have
been examined. After making a survey of litera-
ture, India’s terms of tourism trade with important
tourism trading partners of India were examined.
It was found that India’s net barter terms of trade
with selected countries from the North were
unfavourable and deteriorating, while with
Pakistan, the single sample country from the
South, they were favourable. But the net barter
terms of tourism trade of India, uncorrected for
exchange rate changes with countries from the
North were favourable and with Pakistan unfa-
vourable, indicating thatchangesin exchangerate
is the most important variable of changes in
India’s net barter terms of tourism trade. India’s
income terms of trade with USA showed a sharp
rise despite deteriorating net barter terms of trade,
duetotherise inthe quantum of exports of tourism
services. Of the three components in the quantum
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of tourism service exports, the number of tourists
and expenditure per tourist were found to be the
dynamic factors leading to favourable income
terms of trade for India with USA. Since these
two factors for other countries have shown a rise
and definitely nota fall, it wasinferred that India’s
income terms of trade with other countries had
also been favourable. Further, expenditure per
tourist was found to be a dynamic factor implying
that high spending tourists should be encouraged
for an underdeveloped country like India. In
reality, all types of tourists are important and low
spending tourists also should be encouraged,
especially when the number of tourists is a
dynamic factor. Further, the argument that low
spending tourists exert great pressure on hotel
industry for accommodation was not found to be
correct. However, promotional measures to
attract high spending tourists and highly potential
markets and a policy of flexible specialisation to
cater to different tourisis-generating markets
were suggested.

In tourism trade, actual prices were considered
to be more important than changes in prices. The
actual prices of India’s tourism service exports
were considered to be low compared to the North
and competitive compared to the South. Thus
cheaper tourism export prices of India and
adverse net barter terms of tourism trade, were
considered to have actually helped in boosting the
quantum of tourism services exported by India.
However, it was found that though India is the
cheapest destination, the tours are costly and the
benefits do not go to the consumers. This was due
to the high travel cost and the preference of
foreign tourists to travel in planes of their own
countries, the fares of which are costlier than the
Air-Indiafares. Again their air-farestocompeting
Indian neighbouring countries are lower. It was
suggested that India should lower its air passage
fares, while it could either raise its hotel prices or
maintain the status quo. India could increase its
foreign exchange realisation per unit of tourism
services by improvements in quality and effi-
ciency. Removal of the many irmitants in the
tourism sector was considered to improve the
quality of India’s tourism services, thus making
income terms of trade more favourable. It was
also inferred that with an improvement in quality
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of tourism services and the removal of irritants
even tourism export prices could be raised and
India’s net barter terms of trade improved without
greatly affecting the quantum of tourism exports.

Inconclusion, we cansay that trying to improve
India’s net barter terms of tourism trade need not
necessarily be our objective. Improving income
terms of tourism trade and balance of tourism
trade should be our objective. For this purpose,
better quality of tourism services and removal of
different barriers to tourism trade and a policy of
flexible specialisation in order to cater to different
tourists-generating markets are needed. These
couldlead toimproved net barter terms of tourism
trade.
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DOCUMENTATION

The purpose of this section is to make available to the
readers official documents such as reports of commit-
tees, commissions, working groups, task forces, etc.,
appointed by various ministries, departments, and
agencies of central and state governments which are not
readily accessible either because they are old, or because
of the usual problems of acquiring governmental pub-
lications, orbecause they were printed butnot published,
or because they were not printed and remained in
mimeographed form. It will be difficult and probably
not worthwhile to publish the documents entirely. We
shall publish only such parts of them as we think will
interest our readers. The readers are requested to send
their suggestions regarding official documents, or parts
thereof, for inclusion in this section.

In the present section we publish:

1. Planning Commission, 1981; Report of the
National Committee on the Development of Back-
ward Areas : General Issues Relating to Backward
Areas Development, (Chapters 2, 4, 5, 6 and 9),
Government of India, New Delhi, November 1981.



NATIONAL COMMITTEE ON THE DEVELOPMENT
OF BACKWARD AREAS
Extracts from Report on General Issues Relating to
Backward Areas Development

(Planning Commission, Government of India, New Delhi, November 1981.)

CHAPTER 2

PAST APPROACHES TO THE PROBLEMS OF
BACKWARDNESS

Inalarge country like India, disparities in levels
of development in different parts are inevitable,
Regions differ in their history, their resource
endowment and environment, the level of
infrastructural developmentand the attitude of the
inhabitants to development opportunities. How-
ever, with the growth of communications and the
spread of education, knowledge about what is
happening in other parts of the country spread and
quite naturally the prevailing pattern of regional
inequalities becomes unacceptable. There is a
demand to correct these inequalities which the
political and administrative system has to take
note of. Because of this the problem of regional
development in general and of backward area
development in particular has been recognised in
our plans. It is necessary to know what the plans
have to say about regional aspects of development
in general.

2.2 The First Five Year Plan was a pioneering
exercise that recognised that, in the plan, "the
regional aspect with its emphasis on the devel-
opment of local resources has not been worked
outsufficiently” (Chapter VII, Para 33, First Five
Year Plan). The First Plan did not talk explicitly
about the problem of regional inequalities or of
backward area development except in the context
of industrial location (ref. Para 3.8 of Report on
Industrial Dispersal, NCDBA). It appears, how-
ever, that the planners, at that time, placed some
emphasis on the need to work out regional plans.
Thus, the Plan states as follows:

"Except in the smaller States, it is often desirable
to prepare development programmes in terms of
regions determined by physical, economic and
administrative considerations. The need and
priorities of different regions as well as their
potential for short term and long term develop-
ment should be taken into account in drawing up
and continually review their development
programmes"”.

It is unfortunate that this very laudable sug-
gestion of a regionalisation of State and Central
Plans hasnot beenachieved eventhirty yearsafter
it was first suggested.

2.3 The Second Five Year Plan dealt more
explicitly with the needs of what it described as
"the less developed areas". The Plan stated that
resource constraints would limit the extent to
which this can be done but "as development
proceeds and large resources become available
for investment, the stress on development pro-
grammes should be on extending the benefits of
investments to under-developed regions”.
(Chapter 11, Para 28, Second Five Year Plan).
More specifically the Plan proposed that the
objective of more balanced development should
be attained by (a) programmes for setting up
decentralised industrial production (b) consider-
ation of the need for regional balance in the
location of new enterprises and (c) steps to
promote greater mobility of labour and organise
schemes of migration and settlement from more
to less densely populated areas.

2.4 The unusual feawre of the Second Plan
approach is the emphasis placed on the mobility
of labour from less developed to more developed
areas. This has certainly taken place to some
extent as is evidenced by the out migration from
hill areas, the movement of migrants to the areas
like the Rajasthan Canal Command and the Terai
Zone in Uttar Pradesh, the large scale seasonal
movements of construction labour and farm
labour, etc. However, it is not clear that these
streams of migration, except the seasonal labour
movements, are in fact from less developed to
more developed areas. Moreover, the role of the
Government in organising or facilitating these
streams of migration has been limited 0 a few
specific schemes like Dandakaranya or the
Rajasthan Canal. Most of the migration has taken
place because of the push and pull of economic
forces. Hence the Second Plan’s bold statement
that "steps have to be taken ...Loorganise schemes
of migration and settlement” has not been trans-
lated into action in any effective manner.

2.5 The problem of balanced regional
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development received much greater attention in
the Third Five Year Plan when, for the first time,
the Plan Document devoted a separate Chapter on
the subject. The Plan took a more positive view
of the possibility of reaching regional balance and
stated:

"A large country with extensive natural resources
viewing each phase of its development in the
perspective of along term plan, has the means not
only torealise ahigh and sustained rate of growth,
but also to enable its less developed regions to
come up to the level of the rest" (Chapter IX, Para
1, Third Five Year Plan).

2.6 The Third Plan argued that the large multi-
purpose projects and the implementation of
agricultural production and community
development programmes, and of education and
health schemes "carried the benefits of develop-
ment to the remotest area" (Chapter 1X, Para 6,
Third Five Year Plan). The plan also drew
attention to the programme of permanent
improvements in scarcity area and the special
outlays provided in the State Plans for Maha-
rashtra and Vidarbha in Maharashtra, Eastern
Uttar Pradesh and the hill areas of Punjab and U.P.
2.7 The Plan Document stated that "there are
several important features in the Third Plan which
enlarge the possibilities of development in areas
which have in the past been relatively backward"
and then goes on tolistalmost all the major sectors
of development. The Plan reiterated the policy of
using industrial location decisions as instruments
for promoting balanced regional development. It
focussedattention onthe possibility of using large
projects as the catalysts of regional growth and
suggested that for the purpose "regional or area
development plans should be undertaken at an
carly stage in the Third Plan" (Chapter IX, Para
18, Third Five Year Plan). Much was expected
from the extension of power supply to rural areas
and the development of transport and communi-
cations. The need for education and training in
relatively less developed areas in which new
industrial projects may be located was empha-
sised though now the emphasis was on skill
formation since "skilled and semi-skilled people
can move from one area to another with much less
difficulty and are absorbed more readily wherever
the local economy is developing rapidly",
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(Chapter IX, Para 21, Third Five Year Plan). The
Plan also pointed out the need to pay attention to
the availability of competent administrative and
technical personnel and on entrepreneurship
development in backward areas.

2.8 By and large the approach outlined in the
Third Plan is very general. The more specific and
concrete suggestions in the Plan were not fol-
lowed up except perhaps with regard to industrial
location. Area development plans to maximise the
impact of large projects have even now generally
not been drawn up. Special measures to upgrade
skills in backward areas have not been pursued
with any vigour. There are as yet no official
programmes to stimulate labour mobility out of
depressed regions. Entrepreneurship develop-
ment programmes for backward areas have been
taken up only in a few cases and that also but
lately. The lack of competent administrative and
technical personnel continues to remain a prob-
lem in backward areas.

2.9 The concern for balanced regional growth and
backward area development was thus articulated
only in qualitative terms in the first phase of the
planning period upto the mid-sixties. Systematic
quantitative analysis of the problem of inter-
regional inequalitics had not been attempted.
Though several useful policy initiatives had been
suggested nothing very specific was undertaken
except possibly for the location of several major
industrial projects in backward areas away from
the industrial centres. Many of these, like the steel
plants, where specific location and their estab-
lishment in the interior was largely a consequence
of the fact that the bulk of the raw materials
required were located there.

2.10 By the mid-sixties, however, the concern for
regional balance came into prominence. The
Planning Commission undertook an elaborate
statistical exercise which was published in 1967
in the form of a report on "Regional Variations in
Social Development and Levels of Living - A
Study of the Impact of Plan Programmes". This
report analysed and described at some length the
extent of inter-State and inter-regional variation
in consumption, unemployment, land holding,
rural investment and debt, agricultural develop-
ment, educational and health facilities, roads, etc.
The report also went on to examine more
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specifically the impact of certain key rural
development programmes like the adoption of
improved agricultural practices, minor irrigation
facilides, soil conservation, school facilities,
drinking water supply and other village facilities.
The survey was essentially factual and restricted
itself to measuring the extent of variation in
quantitative terms between the States. It is sig-
nificant because it illustrates the growing concern
for the problem of regional disparities and
because it is one of the first official documents to
deal with it in quantitative terms.

211 The growing concern for redressal of
regional imbalances found expression in the
Fourth Five Year Plan which was formulated in
1969-70. With regard to industrial location the
Plan states that not enough had been done to
restrain the tendency of new enterprises to grav-
itate towards metropolitan centres. While dis-
cussing the problems of inequalities the Plan
stated that the strategy of intensive development
of irrigated agriculture led to a concentration of
effort in areas which had the capacity to respond
to growth opportunities. The concern for regional
inequalities was manifested in the Fourth Plan’s
articulation of the policy objectives for agricul-
ture where, along with the maximisation of pro-
duction, the remedying of imbalances was given
equal prominence. In pursuance of this latter
objective, the Plan included special programmes
for dry farming, for desert areas and for small
farmers and agricultural labourers. This very
explicit concern for neglected areas and classes
was a significant shift in the orientation of
development policy. :

2.12 By the early seventies the problem of
regional balance had come to the fore more
prominently. The resolution setting up the
National Commission on Agriculture dealt
explicitly with this problem and stated:

"It has become clear that besides the irrigated
areas which permit of intensive development
through multiple cropping and application of
inputs in intensive dose, there are large tracts
under rainfed agriculture requiring special
attention both in the matter of evolution of the
appropriate technology suited to these areas and
of making available the necessary resources to the
farmers” (Para 4, Resolution setting up the
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National Commission on Agriculture).

The terms of reference of the Commission
required it to deal explicitly with the

"concept, potential and measures necessary for
integrating area development with special refer-
ence to dry and rainfed areas, command areas of
irigation projects and remote, economically
backward hilly and tribal areas” (Item F (i) in the
terms of reference of the National Commission
on Agriculture).

2.13 Regional variations and the specificity of
regional requirements were dealt with in many
parts of the Commission’s reports. In its recom-
mendations on what should be the policy objec-
tives for agriculture, the Commission’s report
stated:

"Much greater attenition to the backward areas in
the country like hill areas, tribal areas, low rain-
fall, desert and other drought prone areas, flood
prone areas, etc., is called for. In these areas,
special programmes are necessary to create
facilities and harness the development potential
so as to increase the levels of output, employment
and income and thereby promote balanced
regional development. These areas shouldreceive
due consideration to the allocation of resources
for the development of the requisite infrastruc-
tures. In the cost benefit analysis for investments
in these areas due regard should be paid to social
returns”. (Report of the National Commission on
Agriculture, Part I1, Para 7.2.13).

This approach was expounded at greater length
in Part XIII of the Commission’s Report which
dealt with rural employment and special area
programme. In this report the National Com-
mission outlined the strategy and policies
required inspecial areadevelopment programmes
for: .

i) Hill Areas.

ii) Tribal Areas.

iii) Arid and Semi-arid areas.

iv) Kutch and Sunderbans.

2.14 The growing concern for removing regional
imbalances was also reflected in the discussion
on industrial development. The evolution of
policy in this regard has been dealt with exten-
sively in Chapter 3 of the National Committee’s
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Report on Industrial Dispersal, and there is no
need to repeat the discussion here. The main point
is that in this case too, the effective action was
taken in the early seventies when the schemes of
Central investment and transport subsidy and
concessional finance were discussed and final-
ised.

2.15 The goncem for backward area development
continued to grow during the Fourth Plan period.
The debate on the incidence of poverty and how
it varied between States began in this period. This
debate highlighted not just the extent of mass
poverty but also the inter-State variations in the
percentage of population below the poverty line.
The budget of 1970-71 and the White Paper,
"Towards Growth with Social Justice", articu-
lated very clearly the objective of redistribution
and in this context included special programmes
for dryland programme and rural works in
chronically drought affected areas. The mid-term
appraisal of the Fourth Plan in 1971 reinforced
this trend and in the annuat plan for 1972-73 the
rural works programme for chronically drought
affected areas was converted into the Drought
Prone Areas Programme. The Integrated Hill
Area Programme was extended and an Integrated
Programme for Dry Farming (as an, extension of
the Pilot Projects) was suggested. Blocks with a
‘concentration of tribal problems had always
received a special attention but in the Fourth Plan
a few pilot projects on integrated development of
tribal areas were started.

2.16 Thus by the time the Fifth Plan started in
April 1974, the major features of the policy on
backward arca development had emerged. In
terms of typology, desert and drought prone areas,
hill areas and tribal areas were considered to be
areas in need of special attention. The approach
advocated focussed attention on integrated
planning for a variety of activities rather than any
limited sectoral programme. The special role of
the Central Government in promoting the devel-
opment of these backward areas was recognised.
These are the elements that found full expression
in the Fifth Plan. The principal innovation in this
plan was the acceptance of the sub-plan approach
in tribal areas. The final version of the Fifth Plan
contained a very disturbing analysis of the extent
of inter-district differentials in the level and rate
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of growth of agricultural output. This analysis
highlighted the need for more effective measures
to spread the agricultural revolution to new areas.
2.17 During the course of the Fifth Plan, the
Planning Commission appointed an Internal
Committee headed by Prof. S. Chakravarty to
look into questions of backward area develop-
ment. The Committee did not finalise its report
but a draft report gives some indication of its
approach. The draft report contains an index
based exercise for the identification of backward
districts which is dealt with in greater detail later
in this report. However, as the Chakravarty
Committee did not finalise itsreport, the Planning
Commission naturally did not consider the rec-
ommendations contained in the available draft
report.

2.18 Problems of backward area development
received special attention in the first and second
drafts of 1978-83 plan which was never finalised.
These documents contained an extensive analysis
of inter-regional and inter-State differentials.
They did not suggest any new policy dimension
except to focus attention on the importance of the
regional approach as a complement to village,
block or district planning. In this context the Plan
stated:

"Problems of backwardness cannot always be
tackled at village, block or district level. There
are some barriers to development that affect a
whole region within a State and would not be
amenable to the sort of programmes that would
emerge from village, block or district plans. At
the same time, it may be necessary to realise the
full potential of these local level programmes.
Some examples of such regionally oriented
investments are as follows:

(i) Investment in major bridges, roads, mar-
keting facilities or communication that
could open up an area, make commercial
agriculture profitable and possibly help to
stimulate non-agricultural job opportuni-
ties;

(ii) Investment in labour training which would
be of particular importance in areas where
a substantial change in the occupational
structure is required;
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(iii) Encouragement of rural banks, credit
cooperatives and other institutions to
improve the credit net work and reduce
exploitation;

(iv) Support for land reforms and other pro-
grammes of institutional change;

(v) Support for administrative  changes
designed t0 improve capabilities for plan
formulation and implementation,” (Draft
Plan 1978-83 as revised Para 14.22).

2.191tis clear that the problem of regional balance
and of backwardness has attracted the attention
of planners. The problem has sometimes been
seen in terms of inter-State disparities though
there is also a recognition that there are many
disparities within each State also. The emphasis
has been on back wardness in terms of economic
performance, though the impact of historical and
social factors on economic matters has been
recognised. A clear concept of backwardness
seems o be missing and the term is used in a more
or less vague sense to designate areas that do not
seem to be benefiting adequately from general
development measures. The more concrete steps
taken involve mainly special schemes like ihe
subsidies for industry or the special area devel-
opment programmes. Many of these special
schemes are mere palliatives that fail to tackle the
root of the problems of backwardness. What
seems to be missing is the recognition that most
backward areas have a potential for growth which
can be tapped if certain special initiatives are
taken. The important task of planning for back-
ward areas is to identify what these special ini-
tiatives are in each type of backward area.

CHAPTER 4
CONCEPT OF BACKWARDNESS

In our country, a very large number of people
believe that the area they live in is, in some more
or less general way "economically backward".
Many of them also feel that their requirements
have been neglected in the processes of planning.
This belief has found expression in the political
system and manifests itself in a large number of
claims for special treatment put forward by offi-
cial and non-official organisations. Within the
planning system, pleas for taking measures to
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tackle the problems of backward areas are com-
mon in the discussions at the National Develop-
ment Council, the Planning Commission and the
debate in Parliament. Thus, there is widespread
public concern about the problem of backward
area development.

4.2 There are many reasons for this and one of
these is paradoxically, the quickening of the pace
of development in the post-independence era. In
a stagnant or slowly growing society, regional
inequalities inherited from the past may continue
but are unlikely to worsen in the ordinary course.
Expectations of rapid advancement are not
aroused and there is no clear vision of prosperity
and plenty against which people can compare
their own condition. A quickening in the rate of
growth can change all this. As income and pro-
duction grow expectations rise. The more
advanced or more rapidly growing areas of the
country set standards of production, consumption
and economic diversification which the other
areas wish to attain, Inequalities which may have
been acceptable in a stagnant society now seem
invidious and unacceptable because people can
see that the prevailing order can be changed. Thus
perceptionsof backwardness are, toa large extent,
a consequence of development.

4.3 The comparison with others can become all
pervasive. The people in each area will compare
themselves with those in a more advanced arca
and consider themselves to be backward relative
to some area or the other. There are no absolute
standards of ‘backwardness’ as there are no such
standards for ‘development’. Hence the concept
is a relative one and in the ranking of areas, as
perceived by them, all but the ones at the top are
seen to be ‘relatively backward’. In fact, with the
internationalisation of developmental issues, the
comparison is often with other countries and all
areas may consider themselves to be backward,
in an international context.

4.4 People’s consciousness of the concept of
‘backwardness’ has been reinforced by the many
financial arrangements and schemes that give
special treatment to ‘backward’ areas. Each of
these arrangements defines backwardness for its
purpose in a particular way. Generally the defi-
nitions are so calibrated selectively so as to limit
the geographical coverage of the schemes. Thus
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in the arrangemenits for fiscal transfers between
the Centre and the States, backwardness has been
defined in terms of the State income being below
the national average. Similarly in the present
scheme for concessional finance for industry,
industrial back wardness is defined relative to the
state average. Since the perception of relative
backwardness has become so all pervasive, areas
which are excluded in any arrangement feel
aggrieved. Hence pressures arise to alter the
definitions so as to cover the excluded areas.

The Concept of Backwardness

4.5 The root of the problem lies in the lack of
clarity on the concept of backwardness and its
relevance for the processes of planned develop-
ment. In a multi-tier democracy it is also neces-
sary that there should be some degree of
consensus behind the specific definitions used to
make the concept operational. What is the concept
of ‘backwardness’ appropriate to the process of
planned development? The Draft Report of the
Chakravarty Committee on Backward Areas
made some relevant observations on this matter.
The Draft Report states: "The purpose of this
Committee is to provide an approach towards the
formulation of plans for backward areas where
backwardness refers not necessarily to poverty
butto factors which underlie such poverty" (Draft
Report of the Chakravarty Committee on Back-
ward Areas, Para 2.3). Later in the report when
dealing with the appropriate development
strategy for backward areas the Chakravarty
Committee emphasised the need to identify the
required "directional departures from national
strategies”.

4.6 The National Committee would agree that
what is required is the identification of types of
backwardness that are amenable to planned
development. The Draft Report of the Chakra-
varty Committee does have this emphasis.
However, there are certain other important
features of the concept of backwardness which
need to be made more clear.

4.7 The planning processtakes care of themselves
that are required for the purposes of general
economic development. Within this framework
backward areas need special handling in terms of
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financial and administrative arrangements and
institutional support. These arrangements and
institutional support have to be additional to the
general structure. In fact, itis this additionality of
special additives to take care of problem areas
which creates the urge to add further areas to the
list. The important point, however, is that the
backward area must have a potential for devel-
opment and there must be some reason for sup-
posing that by detailed planning, administrative
and financial support the productivity of the area
can be raised. This presumes that the area has
potential for growth which at present has notbeen
dealt with satisfactorily. Where there is no
potential for growth, the answer, as already
indicated in past plans, lies in out-migration.
Thus, for purposes of planning, the areas identi-
fied as backward must have three key character-
istics:

(a) They must have potential for development;

(b) There must be some inhibiting factor which

prevents this potential from being realised;
and

(c) There must be a need for special pro-

grammes to remove or mitigate the inhib-
iting factor and realise the full potential for
development.

In summary, the concept of backwardness that
the National Committee considers relevant for
planned development is that an area is backward
ifitisin need of special measuresin order to utilise
its development potential to the full. In this
context special measures are not merely a ques-
tion of finance but will involve directional
departures or changes in the complex of policies,
programmes, technologies and institutional
arrangements in the various sectors of develop-
ment.

Basis for Identification

4.8 The concept of backwardness outlined in the
previous paragraph has o be operationalised ina
manner that is least open to disputation and most
likely to attract a consensus of agreement. As the
Committee sees it, there are broadly two ways of
operationalising the concept. The first is to rely
on some overall index for ranking areas and treat
all areas below some cut-off point as backward.
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The second is to identify problem areas in dif-
ferent categories by specifying the constraints on
development that can only be mitigated by special
measures. With both approaches it is necessary to
specify the geographical unit relevant for pur-
poses of demarcation. In what follows we deal
first with the specification of the appropriate
geographical unit and then with the two alterna-
tive approaches to identification.

Unit of Identification

4.9 The concept of backwardness suggested
earlier focuses attention on the need for special
measures torealise the potential for development.
This requires that the unit should be small cnough
to ensure a certain homogeneity of condition so
that a further differentiation of approach within
the area is not necessary. At the same time the
unit must be large enough to be suitable for local
planning. The special measures identified for
each area would have to be implemented mainly
by official agencies. Hence the unit chosen must
fit into the framework of development adminis-
tration. A further factor that has to be taken into
account is the availability of quantitative data on
the indicators chosen for the purposes of identi-
fication.

4.10 The district and the block are both suitable
from the administrative point of view as they are
both recognised levels in the hierarchy of devel-
opment administration. From the point of view of
data availability the position is somewhat better
atthe district level than at the block level. How-
ever, much of the data that is at present being
compiled at district level from census cnquiries
oradministrative control mechanisms can also be
compiled and, in many cases, is being compiled
at block level. Block level development admin-
istration has been around for a long time and the
idea of block level planning has found much
favour in recent years. Hence the availability of
data at block level is already improving. In any
case improvements in the availability of data at
block level are necessary for the purpose of local
planning,

4.11 The crucial consideration in choosing
between the district and the block as a unit is the
need for some physical and socio-economic
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homogeneity within the base unit. The district in
India, is on average, a large unit. There is also a
greatdeal of variation in the size of districts. There
are some districts which are very large in size
(Bastar with an area of about 39 thousand sq. kms)
or with a very large population (e.g., 24 Parganas
with a population of 8.5 million) or with a variety
of physical conditions (e.g., Ratnagiri which has
coastal plain as well as hill areas). The potential
for development and the measures required to
realise this potential will tend to vary grealy
within a district. Hence, if the district is chosen
as the unit for demarcation, there is danger that
the benefit of special measures may accrue largely
to the more developed parts of the districts. The
development block as a unit is more uniform in
size and, because it is smaller than the district,
more homogeneous in physical and socio-
cconomic conditions. The National Commitice
would recommend that the primary unit for the
identification of backward arcas should be the
development block.

Index-based approach

4.12 The index based approach relics on an
overall statistical measure of backwardness
which may be used to rank districts/blocks by
degree of development. A cut-off point is speci-
fied and all districts/blocks below the cut-off
point in the ranking are considered backward.
Since no single available indicator at district or
block level is considered adequate by itsclf for
this purpose, the statistical measure is built from
a multiplicity of indicators. Since a number of
indicators are used there has to be a procedure for
weighting the scparate indicators to aggregate
them into a single measure. Thus the index based
approach requires specification of the following:
(i) A sct of basic indicators;

(i) A procedure for weighting or aggregaling
so that these indicators can be reduced to a
single measure; and

(iii) A cut-off point below which areas are to be
considered backward.
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4.13 Many exercises bascd on the index approach
to the identification of backward areas have becn
attempted. At the national level the most notable
is the attempt made in the draft report of the
Chakravarty Committee on Backward Areas
whichis reported in Annexure 4.1 tothis Chapter.
Several States have attempted index based exer-
cises to identify backward districts/blocks for
purposes of development planning.

4.14 The principal problem with the index based
approach is that there is a great deal of arbitrari-
ness at each one of the three stages listed in Para
4.12 above. This arbitrariness leaves much scope
for disputation. An excluded area can argue for a
different set of basic indicators or weighting
systems or cut-off points which would be
favourable from its point of view. Hence, even if
the approach is accepted as valid, there may be a
great deal of difficulty inreaching any agreement
on the matter between the various participants in
the planning process.

4.15 The set of basic indicators chosen for the
construction of the index generally reflects the
availability of data. There is rarely any prior
consideration of what ought to be measured.
Indicators are included because they are avail-
able. Critical factors are excluded because the
relevant data are not available. There is a certain
le: sency to rely heavily on data from the pop-
ulation census because they are readily available
at any required level of disaggregation. When a
wider and more representative set of indicators is
used, as in the draft report of the Chakravarty
Committee, the analysis has to be done at district
level since compiled data for lower levels are not
readily available.

4.16 From the point of view of the Committee
there isa furtherdifficulty in the type of indicators
chosen. Generally these indicators reflect the
result of a development process rather than the
causal factors which led to the present situation.
The Committee has suggested a concept of
backwardness whichrequires the identification of
areas in nced of special measures to alleviate the
constraints on development. Itis not all clear that
the types of socio-economic variables used in the
index-based exercises reflect thisorientation. For
instance, in the indicators used in the draft report
of the Chakravarty Committee the only oncs
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which reflect constraints of a sort are the length
of surfaced roads and the rate of literacy. Even
these are not basic constraints ina strict sense and
critical factors like rainfall, topography, eic., do
not appear in the list of indicators in any direct
fashion.

4.17 The aggregation of a variety of indicators
into a single measure poses many difficulties.
Since the choice of indicatorsdoes notnecessarily
reflect a prior analysis of relevant factors, there
is as yet no acceptable method of aggregation. In
many cases all the indicators are given equal
weight on the principle of ignorance. With this
approach some variable which is over-
represented in the set because data are easily
available (i.e., literacy) automatically gets a
higher weight. In some cases this problem is
avoided by giving arbitrary weights to each
indicator on the basis of some subjective judge-
menton the importance of the factors. If there can
be some agreement on these judgements the
method is workable provided, of course, that the
indicators chosen are relevant.

4.18 A third method that has found favour is the
method of principal component analysis.
Roughly speaking, the method of principal
component analysis can be used toreduce one set
of indicators to a smaller number of indicators by
taking into account the inter-correlation amongst
the indicators in the original set. Each of the new
and smaller set of indicators can be expressed as
a weighted sum of the original indicators, the
weights being derived from various arithmetical
operations on the correlation matrix. Each of the
new sei of indicators ‘explains’ some proportion
of the variance in the original data. The method
is useful if any one of the new set of indicators
(a) explains a substantial proportion of the vari-
ance,and (b) has theexpected signsonthe weights
attached to each of the original indicators. There
is no guarantee that this will always be the case.
For instance, in the exercise reported in the draft
report of the Chakravarty Committee the indica-
tor labelled ‘backwardness’ has a positive (but
small) weight attached to the value of foodgrains
output per capita and to the length of surfaced
roads per unitarea. The positive sign on these two
variables is clearly perverse since one cannot
argue that the higher the per capita foodgrains
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output and the more dense the road network, the
more backward is the area. Thus at the present
stage we do not find the method useful and the
belief that the principal component method solves
the weighting problem is not well-founded.

4.19 The final element in the index based
approach is the specification of a cut-off point
below whichanarea is tobe deemed as backward.
Generally the medium or average value of the
index is taken as the cut-off point. There is no
sanctity in this assumption. The draft report of the
Chakravarty Committee has used a more prom-
ising approach in one case. They have identified
break-points or gaps in the scores as one proceeds
down the ranking and grouped districts into four
categories. This four-fold classification has the
further advantage that it avoids the simplistic
dichotomy of area into backward and advanced.
However, there is still a great deal of arbitrariness
indeciding at which of the many break-points one
should place the cut-off level for identifying areas
in need of special measures.

4.20 The index-based approach does not classify
districts into problem categories and in fact fur-
ther analysis is required in order to do this. All
the districts/areas below the cut-off point do not
necessarily have the same problem. A multiple
classification of the sortreferred to in the previous
paragraph may be somewhat better. But here too
the problem may not be the same within each
group. There isalso no indication that those below
the cut-off are all developable and have the
requisite potential,

4.21 It could be argued that the problems asso-
ciated with the index based approach can be
avoided by using simple measures like the
percentage of population below the poverty line
or the rate of unemployment or the value of
domestic product per capita in the area. However,
there are certain difficulties in accepting this
argument,

4.22 Poverty and unemployment may be mani-
festations of backwardness but are certainly not
causative factors. There are areas which have to
be treated as backward even though they do not
show a high poverty percentage or rate of
unemployment. A typical example would be the
hill areas of the Himalayas which, probably on
account of out migration and remittance incomes,
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show fairly high levels of per capita consumption
and low levels of unemployment. Nevertheless
the Himalayan hill areas are in need of special
measures to realise their full potential for devel-
opment and must, in our view, be treated as
backward. Hence, poverty and unemployment are
not by themselves indicators of backwardness in
the sense in which this term has been understood
by this Committee.

4.23 With regard to estimates of domestic product
at district/block level, some rudimentary calcu-
lations are possible. However, the usefulness of
such income estimates is open to question. The
income generated in an area is not the same as the
income accruing. At a block or district level the
difference between these two concepts can be
quite substantial. For instance a block or district
in which a very large industrial enterprise is
situated will show a high level of income from
manufacturing. But a substantial proportion of
this income may accrue to people outside the
block/district in the form of profits. Similarly, a
block/district with a large forest area will show a
high level of income from forestry. Here too the
bulk of this income may accrue to the State
Government rather than to people withinthe area.
Apart from this, there are also some difficulties
in defining clearly the income generated withina
district from activities like rail transport, power
distribution, etc. The Committee has seen one
exercise giving estimates of district-level income
for the U.P. districts. These estimates put almost
all the districts of the hill areas and of Bundelk-
hand above the State average while Lucknow
district falls below the State average. Clearly the
estimates, even if they are correct, have failed 10
identify backwards areas in need of special
measures to realise their potential for develop-
ment.

4.24 Tt has been suggested that instead of using
an overall index it may be easier to define sectoral
indices to identify backwardness with respect to
specific sectors of development, e.g., agricultural
backwardness, industrial backwardness, educa-
tional backwardness, etc. The Commitiee feels
that such sectoral indicators would also have to
face the problem of identifying relevant indica-
tors, aggregating them and defining cut-off points
unless there happens to be some single indicator
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and a well-defined norm on which there is a fair
measure of agreement. Moreover, it is not clear
that these sectoral indicators will help to identify
areas in which a wide range of special measures
or initiatives will be required for realising the
development potential which is really the concept
of backward areas the Committee has suggested
above. Such indices may be of use in the moni-
toring of regional inequalities at the sectoral level.
In particular the concept of industrial
backwardness may have some validity. But as a
general answer to the problem of identifying
backward areas, the sectoral index approach isnot
very promising.

4,25 The National Committee has considered
carefully the possibility of using an overall index
to identify backward areas in the sense in which
the concept of backwardness has been defined
earlier in Para 4.7. The Commitice had the
advantage of examining several studies in this
field. The Committee feels that the present posi-
tion with regard to data availability and the
development of methodologies is such that an
index based approach to the identification of
backward area cannot be recommended. Such an
approach will not be able to take into account all
the relevant factors in an objective manner and
the subjective judgements regarding the choice of
indicators, weighting patterns and cut-off points
will be open to extensive disputation. -

Problem Area Approach

4.26 Earlier in Para 4.8 we have talked of two
alternative approaches 1o the problem of identi-
fication of backward areas. The first alternative
based on an overall index has been examined
above and not found to be acceptable. The second
approach has been described there as one which
tries to identify areas which cannot realise their
development potential unless special measures
are taken to alleviate certain crucial constraints.
4.27 The terms ‘problem areas’ is somewhat
vague and, in an under-developed economy,
almost any area can claim to suffer from some
deficiency that marks it out from other areas in
the country. The term ‘problem areas’ has to be
understood in the context of the concept of
backwardness indicated in Para 4.7 above. To

JOURNAL OF INDIAN SCHOOL OF POLITICAL ECONOMY

OCT-DEC 1993

reiterate, the Committee has focussed attentionon
the need for special measures involving direc-
tional departures or changes in emphasis in the
complex of programmes, policies and
institutional arrangements in the various sectors
of development. A few examples will illustrate
what is meant by ‘directional departures’:

- The national programme for agriculture
production places great emphasis on the new
seed water fertiliser technology which is
optimal in irrigated or assured rainfall areas.
However, this technology is not readily
applicable in dryland areas where an alter-
native technology with a different mix of
inputs, services and infrastructure is required.
Indesert areas the usual mix of rural activities
is not possible and activities like animal
husbandry have to play a much more
important role than elsewhere.

In hill areas, effective watershed manage-
ment is much more important than elsewhere
and activities like horticulture and forestry
are as important as agricultural production.
In tribal areas, the gap between the potential
for development and the capability of the
local population to utilise itis far greater than
elsewhere so that special measures to provide
the advancement of tribal households are
necessary.

4.28 The instances given above are not meant to
be comprehensive. They only illustrate what is
meant by terms like ‘problem areas’ or ‘direc-
tional departures’ or ‘changes in emphasis’. The
specificity of technological possibilities,
variations in the sectoral mix of economic
activity, diffcrences in infrastructure require-
ments and difficulties in the participation of local
people in new economic activities will, to some
extent, be found in almost any arca. However,
there are certain arcas where these problems are
of an order that requires special measures. In this
sense backwardness as defined in the problem
area approach is also a matter of degree.

4.29 The uscfulness of the problem area approach
lies not so much in any higher degree of objec-
tivity in the manner in which the areas are iden-
tified. Its real usefulness for the purposes of
planning lies in the fact that it avoids aggregating
very different types of arcas into one generalised
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category labelled ‘backward’. Such aggregation
can mislead and inspire attempts at uniform
remedies for separate problems. In fact it is
instructive that when discussing development
strategy, the draft report of the Chakravarty
Committee on Backward Areas despite the fact
that it used an uniform index based approach had
to partition the 179 identified ‘backward’ districts
into five groups of which the last had to be
described as ‘an assorted group of problem areas’,
4.30 The problem area approach has one further
advantage. Unlike the index based approach it is
constructive in the sense that the process of
defining and identifying backward areas itself
suggests the nature of the remedies that have to
be applied. For example, if an area is considered
backward because it faces the problem of chronic
drought then the main remedy suggested is
drought proofing,

431 The difficulty with the problem area
approach lies in ensuring that all problem areas
are in fact taken into account. There is no sure
way of ensuring that this has been done. The
approach followed by the Committee was to
consult the States and the people involved in
development planning at the local level in a wide
variety of areas. In these consultations the con-
straint on development and the types of areas
needing special measures could be identified. In
this sense the list of problem areas reflects the
considered judgement of the development
administration machinery. This is all to the good
since the purpose behind the whole exercise is to
provide this very same machinery with guidance
for planning.

4.32 Acertain number of problem areas have been
recogniscd in the special arca development
schemes included in the plan at present. Specifi-
cally these schemes are the Drought Prone Areas
Programme (DPAP), the Desert Development
Programme (DDP), the Hill Area Programme
(HAP) and the Tribal Area Sub-Plan (TASP). The
Commitice accepts special measures over and
above the normal plan programmes. On the basis
of its consultations the Committee would rec-
ommend the addition of two more caiegories to
this list of problem areas, viz., chronically flood
affected areas and coastal areas affected by
salinity. The justification for adding these two
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categories to problem areas is dealt with below.
4.33 The problem of flood affected areas has been
studied recently by the Rashtriya Barh Ayog
(National Flood Commission). The report of this
Commission points out that flood affected areas
seem to have had a poorer pace of agricultural
advance than other areas. The National Com-
mittee also feels that chronically flood affected
areas face certain special problems in the field of
rural development. The high water levels in the
flood season make it difficult to use many of the
new high-yielding short duration, dwarf varieties.
What these areas need for the kharif season are
long term duration, long-stemmed varieties
which can stay above the water level and flower
after the flood secason. A substantial shift towards
rabi cropping may also be necessary. A pro-
gramme to protect human settlements from flood
damage will also be required. Hence the need for
such special measures justified the treatment of
chronically flood affected areas as backward
areas within the meaning attached to the concept
of backwardness in Para 4.7 above.
434 Coastal areas affected by salinity were
identified as areas in need of special treatment by
the National Commission of Agriculture. How-
ever, no centrally supported area development
scheme is in operation for these areas, though the
West Bengal Government has taken up a major
programme of area development in the Sundar-
bans. Coastal areas affected by salinity cannot
utilise much of the new agricultural technology
and will require special measures to develop
suitable salt resistant crop varieties, to reduce or
control soil and water salinity, to promote new
activities like brackish water fisheries, etc. Hence
in this case t0o, the nature of the special measures
required would justify their treatment as back-
ward areas.
435 Thus the National Committee would
recommend that the following types of problem
areas be treated as backward for purposes of
planning:
(i) Chronically drought prone areas.

(i) Desert areas.

(iii) Tribal areas.

(iv) Hill areas.

(v) Chronically flood affected areas.

(vi) Coastal areas affected by salinity .
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These six categories can be viewed as six types
of fundamental backwardness. In this sense an
area may suffer from the handicap of more than
one type of fundamental backwardness.

4.36 The National Committee specifically called
for suggestions from the States and has received
several other suggestions for inclusion in the list
of backward areas, e.g., inland areas with saline
alkali soils, ravine areas, kandi areas in the foot
hills of the Himalayas and areas with a concen-
tration of scheduled castes. Many of the sug-
gestions have been taken into account in the
criteria for the identification of each of the six
categories of backward areas, e.g., areas of
scheduled caste concentration and kandi areas
have been allowed for in the definitions proposed
later foridentifying tribal areas and backward hill
areas. In some of the cases the Committee is of
the view that the nature of the special measures
required is not such that a major directional
departure in development strategyis required. For
instance inland areas with saline/alkaline soils
will require a special programme to correct the
soil chemistry. However, beyond that, major
changes in strategy may not be required. Hence
for planning purposes such areas do not need to
be treated as backward within the measure of the
concept as indicated earlier in Para 4.7.

4.37 The six types of fundamental backwardness
identified will help to identify the arecas where
suitable area specific development strategics can
give results. However, there is one constraint
which can make this difficult. This arises from
the prevalence of feudal elements in production
relations. The main characteristics of feudalism
is that the fruits of labour go to the people at the
top and as a result, the vast mass of people atthe
bottom have no incentive to change. Hence
directional change and area specific strategies
willhave no effect unless the overall fundamental
defect of feudal social structure is corrected. The
problem of feudal elements affecting production
is found not merely in the six types of backward
areas identified above but also in many others. In
fact, many areas which are not covered by the six
types but which, nevertheless, seem to be back-
ward may well be areas suffering from feudal
hangover.
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4.38 Besides areas affected by feudalism, a fur-
thercategory which isexcluded from the typology
presentedearlier is that of areas which suffer from
the lack of administrative presence. The devel-
opmental process in rural areas is very dependent
on initiatives stimulated by the support systems
for research, extension, credit input delivery and
marketing support. There are many areas where
the potential for development is not realised
because these systems are poorly developed and
indifferently staffed. Many instances of this can
be found in areas like the north-east. The Com-
mitiee recognises the gravity of this problem but
for a variety of reasons has not treated
administrative backwardness as a further type of
backwardness. To begin with, administrative
backwardness is not readily measured in any
objective manner. The absence of institutions and
the number of vacant posts can be quantified but
the poor quality of personnel cannot be reduced
toany index. Secondly, the answer to this problem
liesinadministrative action and notin any special
area development programme. Finally, many of
the areas suffering from administrative defi-
ciencies are, in fact, the arcas of fundamenial
backwardness listed earlier.

4.39 There is one further factor to which the
National Committee would draw attention. This
is the differential response of different commu-
nities to developmental stimulii. Studies done by
the Institute of Economic and Social Change on
Tumkur District show that villages with roughly
similar national endowments and human skills
have responded differently to development sti-
mulii. Some have grown whereas others, simi-
larly placed, have not. The studies have suggested
an explanation based on a concept described as
the ‘community element’. This refers to the
ability of a community to perceive development
possibilities, throw up the necessary leadership
and utilise the opportunities created by the pro-
cess of development. The variations that arise
from this ‘community element’ are readily
perceived but the concept itself is not amenable
to any meaningful quantification. It is also diffi-
cult to predict in advance of the attempt that this
community will respond well to some initiative
and that one will not. However, the Commitiee
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would hazard a guess that many of the commu-
nities who may lack the initiative to respond
vigorously to development possibilities will in
fact be found in the areas of fundamental back-
wardness listed earlier, particularly in the areas
of tribal concentration. Hence the concept of
‘community element’ does not define an addi-
tional category of backwardness but indicates a
consideration which should be dealt into the
development plans for the areas of fundamental
backwardness.

440 The Committee has also considered the
problem of industrial dispersal and in that context
identified certainareas as being in need of special
measures to promote industrialisation, These
areas have been defined in terms of the level of
industrial employment and the proximity to
existing centres of industry. Industrial back-
wardness in this sense, is distinct from the types
of fundamental backwardness outlined earlier. It
is a matter of history and cannot be linked up
straightaway with an index of local potential of
human endeavour. It is in a class by itself and
remedies have to be sought, not in area devel-
opment schemes, but in the creation of a com-
mercial and industrial environmentin a dispersed
network of growth centres.

CHAPTER 5

CRITERIA AND STRATEGY FOR BACKWARD
AREA DEVELOPMENT

INTRODUCTION

5.1 In the previous chapter the Committee has
outlined the concept of backwardness and, in the
light of this concept, suggested the following
categories of backward areas:
(1) Tribal Areas.

(1i) Hill Areas.

(iii) Chronically Drought Prone Areas.

(iv) Desert Areas.

(v) Coastal Areas Affected by Salinity.

(vi) Chronically Flood Affected Areas.
5.2 The Committee has dealt with the develop-
ment of problems of these areas and suggested
remedies in separate reports. Chronically drought
prone areas and desert areas have been dealt with
inone report while the remaining four have been
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dealt with in four separate reports. These reports
contain recommendations of the Commitiee on
the criteria for identification and the strategy for
development that needs to be followed in each of
the areas. The purpose of this Chapter is to
summarise the broad approach in each of these
reports. The Committee would emphasise thatthe
individual reports, rather than the summary of
these contained in the Chapter, should form the
basis for action.

5.3 The Committee has dealt with the problem of
each type of area separately. However, there are
some arcas which can fall into more than one
category of backwardness. For example, there is
an extensive overlap between tribal and hill areas
particularly in the north-east. There is also some
overlap between tribal and drought prone areas,
e.g., in south-east Rajasthan. In these cases the
appropriate strategy has to be to combine the
remedies suggested for both types of areas.

5.4 There is one important aspect of development
strategy that is not dealt with in this chapter. This
isthe organisation of administrative and financial
structures for development. This aspect, which is
common to all type of areas is dealt with ina later
chapter.

TRIBAL AREAS

Criteria for Identification

5.5 At present the Tribal Sub-Plan cover all
scheduled areasand tehsils/blocks with more than
50% tribal population, leaving the tribal majority
states/U.T.s of Arunachal Pradesh, Meghalaya,
Mizoram, Nagaland, Lakshadweep and Dadra &
Nagar Haveli. The tribal sub-plan approach aims
at acomprehensive development of the area with,
of course, particular focus and emphasis on the
tribals. However, in these areas there are other
sections, particularly scheduled castes, who have
a symbiotic relationship with scheduled tribes.
Often they are the middlemen and have almost
assumed the role of contact group for tribal
communitiesintheir relationship with the modem
system. At the same time many of the scheduled
castes in this area share the tradition of the tribal
communities. Any scheme of development which
does not take into cognisance at least the problemns
of scheduled castes islikely toresultin imbalance
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and the possibility of manipulation of pro-
grammes. Hence the National Committee has
recommended that all tehsils/blocks where
scheduled tribes and scheduled castes taken
together constitute 50% or more of the population
should be covered under the Tribal Sub-Plan
(Paras 3.35 and 3.6 RTA).

5.6 In spite of differences in problems between
different zones there are a few common features
of tribal economic and social life which have to
be taken into account in the formulation of any
development strategy. Some of the common
features are as follows:

(a) Their habitat is isolated and the terrain in
these areas is difficult. The transport system
is not well-developed.

(b) Agriculture and collection of forest produce
together contribute the bulk of the income of
tribals.

{c) Methods of agriculture are old fashioned and
production is oriented to subsistence
requirements.

(d) The barter system for exchange of services
and commodities still exists in tribal areas,
the markets remain unorganised and com-
modity loans predominate making it easier
for money lenders to operate.

(e) Tribals spend large amounts of their income
on socialand religious ceremonies as aresult
of which they are perpetually indebted to the
money-lenders.

(f) Their low rate of literacy makes them wvul-
nerable to unscrupulous persons in the
bureaucracy or the forest contractors or
outsiders.

Constitutional Provisions

5.7 The Indian Constitution envisages a special
position for the protection and development of
tribal communities. The Fifth Schedule of the
Constitution gives the Union Government a
special responsibility for administration of the
scheduled areas. The various constitutional pro-
visions relating to the administration of the
Scheduled Areas are complementary to one
another and provide a broad frame for action.
However, a satisfactory plan of action has to be
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drawn up to operationalise all these elements in
such a way that they function in unison. In
particular, the basic elements which go to deter-
mine the quality of administration have to be
clearly defined. The constitutional responsibility
of the Central Government for ensuring effective
administration must be discharged. For this pur-
pose, arrangements are necessary for assessing
the state of administration in these areas and for
ensuring that the State Government take suitable
remedial measures.

Elimination of Exploitation

5.8 Elimination of exploitation is the essential
first step. The basic approach and development
policy in tribal areas has, quite correctly, laid great
stress on protective measures. However, this
cannot provide a solution to the problems inherent
in a situation where two different systems of
unequal strength, are coming in increasingly
closer contact with adverse implications for the
traditional. The strategy of tribal development,
therefore, should stress at measures for building
the inner strength of the community so that they
are able to face, as quickly as possible, the new
system on terms of equality. The tribal areas are
passing through a stage when the individual has
to cope with conceptual changes in relation to
property, ownership of natural resources, etc. In
this frame, education and health services have to
be given a high priority in the developmental
profile of the tribal areas. They have to be
accepted not only as necessary investment for
faster economic growth but also as an effective
protective device during the transitional phase.
5.9 Some of the tribal areas have rich resources
but lack of infrastructure inhibits progress in
many ways. However, infrastructure in these
areas needs to be defined in comprehensive terms.
Infrastructure can be broadly classified into three
categories, viz., (i) Economic, (ii) Institutional
and (iii) Physical. Economic infrastructure, inthis
context, should comprise stabilisation of their de
Jacto rights in a forrn acceptable in the new
system. The institutional infrastructure includes
extension services, financing institutions, local
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bodies, etc. The tribal communities are handi-
capped by their unfamiliarity with these institu-
tions and benefits accruing from such
developmental efforts do not, therefore, generally
reach them in due proportion. Therefore the
normal structure should be modified and designed
so that they are within the comprehension of the
tribals and they become active participants. The
physical infrastructure comprises road network,
electricity, etc. Thisinfrastructure by itself cannot
be a sufficient condition for tribal development
and unless it is linked to specific economic
programmes suitably adopted for the benefit of
tribals, it may result in back lash effect.

Sociological Factors

5.10 There are certain sociological factors that
have to be taken into account in planning tribal
development. The tribal is often loth to accept the
discipline of the new economic system. This can
be taken into account, to some extent, by
reworking the schedule of operations in a manner
more suitable for them. The thought systems of
the tribals are often very different from those of
non-tribals. However, they can be used in a
creative way to promote new ideas. Many of the
traditional social customns of the tribals particu-

larly drinking, have been exploited by vested .

interests at a heavy cost to the tribal community.
Social education and voluntary effortsin this area
is a pre-condition for meaningful economic pro-
gramme,

Relationship with Scheduled Castes

5.11 The members of the scheduled castes and
other communities at the same poor level in tribal
areas need to be identified and helped to establish
themselves in alternative occupations and con-
tribute to the growth of the local economy. Some
of them can become the new entrepreneurs with
suitable assistance from the state. However, it will
have to be ensured that Scheduled Castes do not
emerge as a new exploiting class.

5.12 In family oriented programmes, the pro-
portion of different needy communities other than
the exploiters in the tribal area may be the guiding
factor for fixing the number of beneficiaries in
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each group. The membersofthe Scheduled Tribes
may be assigned a share in proportion to their
numbers and the balance being assigned to other
people belonging to the weaker sections of the
population. Theconcessionsoffered to Scheduled
Castes in tribal areas should not be less than what
is offered to them in non-tribal areas.

Forests and the Tribals

5.13 The tribal communities in India largely
occupy the forest regions where, for along period
in their history, they have lived in comparative
isolation. These communities have had a sym-
biotic relationship with the forests as was the case
in the early history of most human societies.
5.14 However, it is clear that rights on the forests
as were envisaged in the early days cannot be
sustained in the same form. The rights in forests
can be sustained only if there is comprehensive
frame for the protection, use and development of
forestsin which the community and the individual
must assume the responsibility forcreation of new
forest wealth and its protection. Thus, the tribal
community which has symbiotic relationship
with the forests, should be accepted as partners in
the local forestry development efforts in each
area. Today, it is possible by choice of a suitable
technology and production pattern that any piece
of forest land, about a hectare or so, can make a
family economically viable, and forestry orga-
nised on modem lines holds great promise in tribal
areas.

5.15Itis necessary that asystematic plan of action
is worked out for minor forest produce so as to
eliminate exploitation. The price of minor forest
produce should be remunerative and linked to the
marketprices and all leases forcollection of minor
forest produce should be given exclusively to
cooperatives of tribals. It is also necessary that
the first processing of minor forest produce is
organised within the tribal areas and through the
cooperative system. The main objective should
be to retain maximum benefit from this activity
within the local economy which should accrue to
the primary collector.

5.16 The investment policy in the forestry pro-
grammes has tended to over-emphasise the exotic
needs of the modern sector disregarding some
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times the needs of the local economy. The pro-
gramme of forestry, therefore should make ade-
quate provisions for mixed plantations with the
objective of providing the tribal community with
their basic requirements and increasing produc-
tion of minor forest produce whichmay help them
to supplement their cash incomes. A minimum
percentage of useful species in all plantations
should be fixed for each area taking into account
their potential and the needs of the local economy.
5.17 Another important aspect of forest and the
tribal economy which needs urgent attention is
the method of working of forests. The bulk of the
labour is casual and seasonal and recruitment is
often through contractors. The essential tasks are
cooperativisation of forest labour, making for-
estry operation as dependable a source of
employment as is possible and giving the
community a sense of participation by sharing
with them the profits of forestry activity within
the area.

5.18 An important problem for forest policy in
tribal areas is that of shifting cultivation (jhum).
The strategy for controlling shifting cultivation
mustdepend on the extentto whichthe jhumcycle
has been reduced by the growth of the population
and the pressure on land. The problem is so
widespread particularly in the north-eastern
region, that all the households involved in shifting
cultivation cannot be made to change over to
settled cultivation even within a time period of §
to 10 years. In this situation the strategy should
be to concentrate on improving jhum in those
areas where the cultivation cycle has not come
down, say, below 10 years. In areas where the
cycles is less than 5 years also, immediate steps
to promote a seitled cultivation should be taken.
The remaining areas will probably deteriorate in
afew yearsand in these preliminary steps towards
settled cultivation must be started. There are
various models of settled cultivation based on
crop production, horticulture, plantation, animal
husbandry or a combination of these. The model
that is appropriate in any local situation would
depend on physical features like slope, soil depth,
etc., on the availability of infrastructure and on
the aptitudes of the population. Hence the control
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of shifting cultivation will require detailed sur-
veys for determining area-wise priorities and
location specific planning.

Land and the Tribals

5.19 One of the important characteristics of a
tribal community is its association with a territory
and a tribal within this territory considers himself
to be the owner of the and the occupier, by virtue
of his traditional association and his personal
effort in making it cultivable. However, over the
years a variety of factors have loosened the
tribal’s hold on his land. The absence of land
records, the pressure of outsiders and the con-
nivance of officials has led to situation where
substantial areas of tribal land have been
alienated. Though various State Govemments
have taken a number of measures from time to
time for protecting tribal lands, the total impact
of all these measures has not been very signifi-
cant,

5.20 The Committee has recommended that all
transfers of land from tribal to non-tribals should
be prohibited and prohibited effectively. Where
no law exists, a suitable law should be enacted
immediately. Simultaneously changes in legal
procedures are necessary to ensure that the tribal
is not defeated by the complexities of judicial
processes. For example, oral evidence must be
given full value in proceedings, the onus of proof
that land has been acquired legitimately must rest
with the non-tribals, the number of appeals must
be limited, etc. Pass books for recording land
rights must be introduced. Special legalassistance
shouldbe provided. Measures torestore alienated
land are necessary and to ensure this, it may even
be necessary to alter the statute of limitation. The
regulation of land transactions in tribal areas must
also direct themselves at measures to prevent
fragmentation of holdings. Deforested land must
be allotted exclusively to tribals.

5.21 The stabilisation of the land resource base of
the tribal is a pre-condition for effective advance
in agriculture and allied sectors. The protective
measures referred to above can provide a firm
base for a development programme. The new
economy has to be built on the basis of a
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family-wise programme taking care to ensure that
the schemes are not too complex and are without
the management capabilities of the tribals.

Education and the Tribals

5.22 Education must assume akey role during the
present phase of tribal development and must be
conceived in comprehensive terms to cover all
aspects of community life where they come in
touch with the new system. The most important
aspect of education in tribal areas has to be that
the community should be enabled to have a clear
perspective of their relationship with the modem
system.

5.23 Education in the elementary schools should
be location specific. A child who may spend eight
years in a school should come outbetter equipped
for life in the village. The curriculum should be
suitably restructured so as to have elements of
agriculture, forestry, animal husbandry, cottage
industry, etc., and the teaching of subjects should
be relatable to specific problems. A programme
of ‘citizen education” with a comprehensive
frame covering the needs of all sections of the
tribal population is necessary. This should basi-
cally aim at protecting the community from a
sudden cultural shock and enable it to graduate
through the transitional phase without any erosion
of their economic base.

5.24 Planning of education infrastructure should
be adapted to the existing distribution of pop-
ulation with the clear objectives of providing
universal coverage to children by the school
system and also providing an effective citizen
education to the community. In sparsely pop-
ulated areas the organisation of educational
institutions may be based on the concept of an
elementary school complex consisting of 5 or 6
schools with one of the schools acting as a focal
point,

5.25 At present there are schemes for providing
financial assistance to tribal students by meeting
the costs of education. Even though, general
assistance may continue for all communities,
special schemes on amore liberal scale should be
prepared for the more backward areas and more
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backward communities. Unless a suitable dif-
ferential is built into the educational assistance
scheme the gap will continue to grow and the
process of educational spread may not pick up.

Cooperatives and Tribals

5.26 A wibal requires a package of services, the
main components of which are credit for pro-
duction as well as consumption, supply of sceds
and other agricultural inputs and consumer goods
and marketing of produce both agricultural and
minor forest. These activities constitute the major
areas of exploitation of the tribals. Large size
multipurpose cooperative societies (LAMPS) are
meant for this purpose; if LAMPS are to be
effective, they have to be streamlined and
restructured to provide short, medium and long-
term credit for agricultural purposes; supply of
agricultural inputs and essential domestic
requirements, provision of technical advice and
guidance, marketing of agricultural produce or
products of allied activities and of minor forest
produce, credit for expenses incurred to meet
certain social obligations, primary processing of
minor forest produce and the promotion of thrift.
The entire package of services of the LAMPS
should be available to the Scheduled Tribes and
to every other poor family in the tribal sub-plan
area identified on the basis of normal criterion.
5.27 The development strategy suggested by the
Commiitee can be summarised in terms of the
following principles:

- effective  fulfilment
responsibilities,

- restoration of the tribal’s links with his
principal productive resources, viz., forests
and land,

- education that is relevant and will help him
to cope with the new economic sysiem,

- institutional measures to protect him from
exploitation in the supply of credit or
essential goods or in marketing.

These principles clearly indicate a strong
emphasis on administrative, political and social
measures as essential before the economic or
technological factors canreally benefit the tribal.
This is a consequence of the nature of the basic
constraints on development in tribal areas.

of constitutional
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BACKWARD HILL AREAS

5.28 In the Himalayas the Committee has
accepted the areas already demarcated as hill
areas in Uttar Pradesh, West Bengal and Assam
as backward hill areas for special consideration.
The exclusively hill States of Jammu & Kashmir,
Himachal Pradesh, Arunachal Pradesh, Manipur,
Mizoram, Nagaland, Meghalaya, Sikkim and
Tripura are already treated specially as backward
States and the needs of the backward areas in these
exclusively hill States should be looked after
under the State Plans on the basis of the guidelines
we have given for dealing with backward hill
areas.

5.29 In identifying the backward hill areas of the
Western Ghats, the Committee has recommended
that, excluding areas covered under the tribal
sub-plan for which separate provision exists, the
rest of the hill areas above 600 meters contour in
the Deccan belt should be considered backward
hill areas. The Committee has also recommended
that all khandi areas in the foothills of the
Himalayas should be treated as backward hill
areas.

5.30 It has also been generally accepted that the
problems of development are far more onerous
and intractable in remote and inaccessible hill
areas. The major problems which are more or less
common to these hill areas can broadly be iden-
tified as follows:;

(i) The terrain is usually rocky and undulating
and land available for agricultural opera-
tion is limited.

() Hills have problems arising from land
slides and soil erosion.

(iii) Thereis lack of adequate irrigation sources
and what there is has a high cost of
exploitation and maintenance.

(iv) Communications and transportation faci-
lities in hill areas are often inadequate.

(v) Agro-processing and storage facilities
remain inadequate.

(vi) There is a lack of suitable and adequate
marketing facilities in hill areas particu-
larly those located away from the hill
stations and important towns,
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(vii) Terms of trade are unfair. Producers get
low prices for their produce and at the same
time the people in hill areas have to pay
exhorbitant prices for what they require.

(viii) There is a general reluctance on the part of
the officials and staff to take up assignment
in these areas. Because of out-migration of
the educated and skilled adults local people
remaining behind are not educated and
advanced enough yet to fill up the gap.

(ix) Records of right in land are inadequate.

5.31 Any strategy for development of hill areas
has to take note of the economic constraints of the
environment and to try to maximise productivity
directly by crop production supplemented by
suitable subsidiary occupations which the envi-
ronment can support.

5.32 The majority of the people in the hill areas
are living at the subsistence level and, therefore,
there is an urgent need to raise the productive
capacity of the economy by encouraging income
generating activities like horticulture, animal
husbandry, social forestry, tourism, etc. This may
mean a change from a subsistence food crop to
possible cash crops which may give more retumn.
Then there is the problem of out-migration of
adult males in search of employment outside
imposing a heavy burden on women. In order 0
slow the progress of out migration, generation of
gainful employment locally has to receive a high
priority for improving the quality of life of the
people. Collection of fire wood and bringing
water from long distances occupy a great deal of
time of women in hill areas. To reduce the
drudgery of the women folk in these pursuits and
also for providing them with subsidiary occupa-
tions to raise their standard of living, problems of
supply of fuel, food and drinking water should be
tackled on a priority basis.

5.33 Because of the paucity of administrative
support and communication, no householder in
the backward hill areas will risk the possibility of
not producing a certain minimum food crop for
his own family and depend on other people for
his food. The problem can be solved if in areas
where the food crops are replaced by new cash
crops (a) suitable marketing facilities are built
into the system to buy the production at fair prices
and take them off the hands of the farmers of the
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area and (b) arrangements are made to supply the
foodgrainscommonly consumed in the area in fair
price shops so that the farmer can buy his
requirements at reasonable prices.

5.34 Development will have to be taken up first
inthe zones which can be much more productive
under the new strategies and on the communi-
cation routes. The Committee is of the view that
resources survey of various hill areas is essential
for better planning of soil, water and crop man-
agement and also formulating plan for the region
and it has, therefore, recommended that
appropriate resources survey maps should be
drawn.

Watershed Approach

5.35 In hill areas it will be generally found that
the area for social and economic planning will be
awatershed. Communication follow the streams.
Social groups and village boundaries are gener-
ally coterminous with watersheds as communi-
cation across watersheds is difficult because of
the terrain. The Committee, therefore,
recommended that the watershed should be the
primary planning unit rather than a block or a
district. The watershed approach provides asound
basis for programming of soil conservation, water
harvesting and harnessing of land use and plan-
ning social institutions. It is also possible to
delineate  watersheds into micro and
mini-watersheds. A mini-watershed may be
equated with the concept of a focal point and may
cover an area of a cluster of villages with a
Population coverage of a fifth or sixth of a block
population and micro watershed may cover an
area of 1,000 to 1,500 hectares.

536 The watershed approach should mean
planning and implementing soil conservation
programmes for all types of lands and associated
drainage system in the watershed within a rea-
sgnable time frame, with the objective of pro-
viding maximum protection to existing land and
water resources while optimising their use for
Increasing production and employment benefits.
It will, therefore, be necessary to undertake
appropriate programme for preparation of a
framework of watersheds by delineating the
catchments and sub-catchments into smaller units
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and codifying them with a system which will be
understandable to all users. Once delineation and
codification is done, inter-se, priorities for the
development of these watersheds should be
assigned.

5.37 Once priority watersheds are identified and
land classification completed it will be necessary
to identify the areas needing treatment under
agriculture forest and other land use practices.
Depending upon a number of factors, such as
slope, soil, rainfall, etc., a package of treatment
measures will have to be chosen.

Land Use

5.38 The land use in the hill areas as in other parts
of the country has been guided mostly by the
pressure of the population on land and the ten-
dency is to bring under cereal production even
marginal lands unsuitable for cultivation. This
problem is specially acute in the hill areas and has
led to cultivation on slopes and on poor soil
profiles thereby leading to very rapid soil erosion
and a permanent loss to the productive areas. It
is, therefore, necessary to see that the land use is
adjusted to the potential of the land without
leading to land deterioration. This can only be
done by an active and intelligent extension
approach. The farmer will have to be given
alternatives which are more profitable to him.
5.39 Broadly speaking, forest covers in the hill
slopes are ideal and should get priority. Cultiva-
tion of hill slopes should be discouraged as far as
possible as this causes erosion. Even the high
value crops like potatoes which cause erosion
should not be encouraged on slopes. There should
be long-term policy for covering such areas under
perennial crops. The Commitiee has recom-
mended that degrees of slopes beyond which
cultivation should not be allowed, may be
specified for different regions.

5.40 As far as possible, horticulture should be
encouraged in combination with soil cover. Soil
cover should preferably be comprised of grass-
cover mixtures suitable to the locality. This will
provide a very good combination for horticulture
and animal husbandry both of which can be
complementary.
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5.41 The approach that the Committee is sug-
gesting need not necessarily mean that large
amounts of foodgrains have to be imported from
the plains. The watershed approach also involves
the development of irrigation. The Committee has
pointed out that with suitable high yielding
variety of foodgrains being used, the hill areas can
grow much more food than what they are doing
today. Thus, the strategy must be to increase the
irrigated areas in the zone taken up for a change
over to horticulture, pasture development, vege-
table growing, etc.

Animal Husbandry

5.42 Livestock rearing is of special significance
in the economy of the hills as itis akey component
of the mixed farming systems prevalentthere. The
quality of cattle in hill areas should be improved
by an intensive cross-breeding programme.
Because of the cooler climate higher levels of
exotic blood are acceptable in the hills than in the
plains with corresponding improvement in pro-
ductivity. However, caitle development in the
hills can only be taken up if arrangements for
fodder supply are improved. Methods 1o improve
the fertility and productivity of common pastures
are necessary. The possibility of utilising nutri-
tious fodder from forage trees has to be investi-
gated and established. There is great potential for
sheep development in the eastern and central
Himalayas but here too pasture development is an
essential concomitant. Piggery development
holds great promise, particularly in the north-
eastern region, where thereis ahigh concentration
of pigs and a substantial derand for pork.

Forestry

5.43 The importance of forest cover on hill slopes
cannot be overstated. In fact a very substantial
portion of the forest areas of the country lies in
the north-eastern region, the Himalayas and the
Western Ghats. In recent years there has been
extensive deterioration in the forest cover in hill
areas because of the growing requirements of fuel
and timber of a rising population, the deteriora-
tion brought about by uncontrolled grazing,
damage from fires and the prevailing system of
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rights.

5.44 A suitable strategy will have to be developed
for managing the forests in the hill areas of the
country to answer the problem of environmental
stability, at the same time meeting the needs of
the hill people who are very much dependent on
forest for many of their daily requirements. The
density of population is on the whole much less
than the average in the plains. Yet because of the
abject dependence of the people of these areas for
their fuel, fodder and to some extent food
requirements in their daily life, forest areas have
been severely depleted. Starting with the civil and
community forests the depredations have now
gone on into the reserved forests. As aresultlarge
areas though recorded as forest areas, at present,
do not appear to have much of cover either in the
shape of trees or grass resulting in severe soil
deterioration.

5.45 The minor forest produce in all forest areas
gives substantial employment though seasonal to
the people in the areas in collection and sale of
the minor forest produce. The general policy is
that the purchase of minor forest produce in the
forest areas must be departmentally managed so
that the collectors of minor forest produce are
given a fair price for their labour. This has yet to
be developed on a large scale. Because of this
uncertainty about the availability of fair prices
and a continuous opportunity, there is over
exploitation of the minor forest produce. A con-
sistent policy will have tobe developed to ensure
that the tree wealth, which gives the minor forest
produce is not only maintained but developed.
Secondly, a fair price should be given to the
produce based not necessarily on the labour
charges alone, by complete departmentalisation
of minor forest produce collection so that the urge
to over-exploit is also curbed.

546 In the north-eastern region there is the
problem of the extensive areas of forest that are
outside the control of the Forest Department and
are owned by district or village councils. In the
interests of ecosystem management it is essential
that silvi-cultural control over these forests is
exercised by the Forest Department even though
the ownership and the income from the forest
remain with the district of village council.
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Industrial Development

5.47 Industrial development in the hill areas has
to be based essentially on the promotion of such
activities in which hills offer a distinct advantage
like forest based industries, vegetable and fruit
processing, etc. Another area in which hill areas
offer an advantage in terms of climate and dust
and pollution free environment is electronic and
precision goods. The major advantage of such
industries is that they do not involve heavy
transportation of raw materials. These are mainly
skill based industries where the value added is
substantial. Necessary steps will have to be taken
for training and skill development so as to prepare
the environment for location of such industries.

DROUGHT PRONE AND DESERT AREAS

5.48 From the point of view of this Committee
drought proneness is a type of fundamental
backwardness whichneedsamelioration. The fact
that certain parts of the areas may have irrigation
and other opportunities which are taken into
account at presentcannot affect the backwardness
of the area where drought conditions persist.
Since our objective must be to find the means for
increasing and stabilising productivity in back-
ward areas, it seems reasonable to follow for this
purpose a synoptic definition that a block can be
defined as drought affected, if the pattern and
quantum of rain precipitation during the main
crop season of the area makes the traditional
cultivation of the main crop of the area hazardous
in three years or more out of every 10 years.

5.49 In order to delineate an area as drought
affected, on the basis of the criteria mentioned
above, one needs location specific data on rain-
fall, the major crops in the area, their evapo-
transpiration rates and the soil moisture
conditions and retentivity so as to work out the
water balance for the major crops in the area. The
pattern of rainfall is generally available at the
block level but there has not been sufficient
adaptive research yet in the country to work out
the other parameters. If a scientifically accurate
definition of drought proneness has to be intro-
duced, it will be necessary first of all to gather
these location specific dataat the block level. This
is going to be a long drawn process. Meanwhile,
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it is not desirable to depart suddenly from what-
ever programmes have been developed for ame-
lioration of drought prone areas as presently
defined. The Committee has, therefore,
recommended that till the necessary data are
collected and a scientific assessment of drought
prone blocks is made, the present area under the
drought prone area programme may continue to
be handled under the special area programme. It
has been pointed out to the Committee, during its
discussions with the States, that even on the basis
of the present criteria, there are certain areas
which need tobe brought within the drought prone
area programme. The Committee has recom-
mended that all such cases should be examined
on merit on the basis of the existing definition and
brought within the programme if they qualify. At
the same time, it would only be reasonable to
expect that blocks which have already come to a
level of development which will put them outside
the drought prone area category, should be
removed from the programme.

5.50 As in the case of semi-arid areas, the delin-
eation of arid areas also demands more data than
are available at present. However, from the trend
of variation of rainfall and temperature amongst
meteorological stations, the moisture parameters
and observable arid region characteristics, a
reasonable delineation, however, approximate
has been made. The area classified as hotarid lies
in the States of Rajasthan, Haryana and Gujarat.
The Committee has notrecommended any change
in the present delineation.

5.51 Apart from hot arid areas, there are cold
desert areas in the country - in Ladakh valley, in
Jammu and Kashmir and the Lahaul and Spiti and
Kinnaur region in Himachal Pradesh. As in the
case of the hot and arid regions, the Committee
has not recommended any change in the present
delineation.

Strategy for Development

Basic Approach

5.52 The economic backwardness of the drought
prone districts outside the desert area s due tonot

only the limitation of natural advantages but also
to the manner in which the existing endowments



have boen put 10 use by men. The chimauc and
environmental conditions 1n these areas arc leas
harsh than in the desent region. But unplanned
over-exploitation of natural resources and neglect
of conservation measures are responsible for a
substantial imbalance in the ecology of these
arcas. The imbalance has anisen because of faciors
like denudation of forest and tree growth, over
grazing, crop farming on marginal and sub-
marginal lands, the resulting surface run off of
rain watcr and soil crosion. This is what underlies
the precarious producton base and low produc-
uvity. In attempuing the development of these
arcas, therefore, the restoration of the ecological
balance between the water, the soils, the plants,
the human and animal population should be a
besic consideration and should underline the
development suategy. This will require an
appropriatc land use patiern which will be con-
ducive (o attaining the necessary ccological bal-
ance. If a proper balance isachieved, it is possible
that there should be better and more uniform
retention of soil moisture vital for the growth of
crops and other vegetation.

5.53 The problems of the desert areas are different
inmany ways from those in the semi-arid and dry
sub-humid regions. An analysis of the situation
shows a very complicated trend. Total cultivated
arcas arc much less than total areas available for
cultivation. Considering the density of livestock
population, onc would expect the uncultivated
tands to be used as range lands, but this is not the
case. There are as much different patches of land,
cultivated or uncultivated, distributed in scattered
bits, except may be for large units identified as
forest lands. Animal wealth is under-exploited, in
spite of the fact that the tract can boast of the best
Indian dual purpose breeds of caitle and recog-
nisable breed of sheep. The livestock economy is
migratory in character, mainly due to lack of all
the year around grazing and water facilities. In
years of drought, a large number of animals, both
cattie and sheep die due to malnutrition and
diseases, thus depleting a valuable resource.

Watershed Planning

5.54 For a complete watershed approach one has
to bring soil conservation measures, water con-
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scrvation and stonage measures, dryland farming,
snimal husbandry, afforestation and minor
imigation as the minimum number of disciplines
under a coordinaied approach. At present, the
waicrshed approach (in the DPAP) is one of the
many programmes that the district camies out
under DPAP. Itistaken as a scparale programme
by itself with a coordinated approach limited 10
the waiersheds taken up under the programme.
On the other hand, in the drought prone districts,
many programmes of soil conservaton, water
conservation, dryland farming, animal hus-
bandry, afforesiation and minor irrigation sre
carricd out both under the DPAP programme and
under the general departmental programme of the
State. A haphazard and scattered handling by each
department of its programmes docs notlead to the
end result, one can get in 8 watershed approach if
all of them cooperate within the watershed. This
cannot happen unless the DPAP iself does not
treat a watershed development programme as a
scparate type of programme but brings thisin as
a concept of coordinated handling of all the
disciplines.

5.55 A watershed is a natural hydrological entity
in its technical sense. It is a defined area which
does not allow any water from outside the
catchment to enter it and allows its water (O
discharge toa common point in a stream, rivulet
of river.

5.56 A watershed approach to planning involves
a careful study of basic physical features like the
physiography, land slope, nature and depth of the
soil and the hydrological behaviour of the soil
slopes in the watershed. The type of soil conser-
vation measures and moisturc conservation
measures and the allocation of the various parts
of the land for the right type of vegetative cover,
grass, trees or agricultural crops will depend on
this initial analysis of the physical characters. As
a first approximation in planning this approach
should be within the present traditional frame of
land use with modifications acceptable into the
field. The next stage of development will be
through demonstration and discussions to get the
acceptance of the people in the watershed to the
proper land use on the basis of proper soil and
water conservation plan.
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Role of Agro-Meteorology

5.57 Rainfall varies a great deal in the semi-arid
and arid regions and the temperatures and high
and generally moisture stress would be felt in
some part or the other of the growing period of
the major crop of the areas. The strategy should
be o see that during the crucial growth periods of
a crop, there is sufficient moisture in the soil to
support evapo-transpiration requirements. This
noeds a close link up between the patiern of
rainfall in the area, the probabilities of the soil
retaining sufficient moisture and cropping pat-

tern.

5.58 In this context, the water balance technique
seems 10 be a dependable approach for the
objective of drought prone area amelioration as it
(akes into account precipitation, evapo-
transpiration and soil moisture storage and
attempts to arrive at a balance between water
income and water loss. However, owing to pau-
city of experimental data on evapo-transpiration
and soil moisture over the semi-arid wopical
regions of the country and evolution of appro-
priate area specific agro-climatic models, it is
necessary to make a start with the preparation of
a owing rain commencement chart with avail-
able climatic data. The next step of great bio-
logical consequence to crop in problem areas is
to assess the average inter-spell duration, i.c., the
mean period between effective rain spells. The
third step is to assess the duration over which the
30il can sustain the crop before moisture replen-
ishment through precipitation takes place. These
three steps put together and considered in relation
to the soil and flora lead to a distinction between
the various degrees of drought proneness and also
identifying hard core arcas. By identifying the
hard core areas, this approach also indicates the
locations for intensification of ground water
exploration, identifying possibilities of other
methods of water supplementation, setting up of
seed, fodder and fertiliser banks, etc., in the arcas
which are likely to be worst affected.

5.59 The statistical approach oudined above is
useful for planning on a long range basis and has
to be combined with a seasonal planning
according to the progress of the season and march
of weather. It is here that combined discussions
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protection and extenson ofTicasls would help
framing area specific bulletans for dissomination
through mass media channels.

5.60 The Commitsee has recommended that the
Swae Agricultural Universities, in collaboration
with the Indian Metoarological Department snd
other concerned organisations, should ke up
such an analysis in hand immediately.

Land Use

5.61 Sizeable pans of the area in the drought prone
districts are not {it for arable farming. However,
in actual practice, there has boen growing trend
towards bringing these arcas under crop farming
and crop husbandry has thus been taken o the
marginal and sub-marginal lands.

5.62 The important point 10 be considered is how
to reverse this trend. Today the technology is
available to provide greaier income (o the farmer
from the lands unfit for crop farming by putting
these marginal and sub-marginal lands under
pasture, horticulture, afforestation.

5.63 Despite the technology being available and
its economic feasibility being established, the
farmers are not changing over 10 the ncw patiemn.
The trouble is that every houschold is saxious 10
somchow produce sufficient foodgrains because
of the fear of drought and famine, and also for a
carry over for the next year when the food crops
may fail. If the farm population is o0 be brought
out of this fear compicx and persuaded lo change
the present pattern of 1and use, there must be some
guaranice that they will get their food require-
ments throughout the year at a reasonable price,
from nearby fair price shops. This is the first
essential and foremost support for a proper land
use strategy.

5.64 The next siep is to prepare an inventory of
the natural resources of all arid and semi-arid
lands. Surveys which provide comprehensive
information with regard to land use capability
classes, vegetation types, walcr resources,
socio-economic conditions and human-animal-
vegetation relationship, etc., are necessary. Uu
lising the micro guidance given by such studies,
the position will have to be refined for each block
by suitably constituted inter-departmental groups
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so that extension workers can be guided on the
types of land use that can be introduced with
profit.

5.65 Once such maps are available, it would be
necessary for the concerned planning and devel-
opment authority in the area to draw plans to take
up relevant developmental strategy for such lands
as are found unfit to give better return or are in a
position to give better return, if diverted to uses
other than crop farming. The Committee con-
siders this as a very essential step not only for
proper land use and improving the productivity
and economic conditions of the people living in
these areas, but also in restoring the ecological
balance which would go a long way in not only
improving the conditions of the people in these
areas but would also be in the large national
interest.

Water Resources

5.66 Rainfall being scarce and highly variable and
evapo-transpiration being generally high, water
for development is the most scarce commodity in
drought prone areas. Proper management of water
to get maximum result out of the available pre-
cipitation, therefore, assumes extreme impor-
tance in the strategy for drought prone area
amelioration. One of the systems of management
is providing suitable imrigadon schemes. The
other type of management is moisture conserva-
tion of the precipitation on the land.

5.67 Whereas a lot can still be done by tapping
available surface and ground water resources in
the drought prone districts, it has long ago been
realised that amelioration of drought prone dis-
tricts can only be carried out effectively by
transfer of water from more richly endowed
basins to the drought prone areas. In future
planning, the strategy will have to be to ensure
that such inter-basin transfers are systematically
developed and relief given to drought prone areas,
particularly those which do not have much of
natural precipitation. In badly drought affected
areas, surface irrigation by gravity should be
combined with liftirrigation to give relief to areas
on a higher contour.

5.68 It is necessary that waste of irrigation water
should be avoided and that the crops should be so
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selected that they give maximum productivity for
the water used and the timing of water so arranged
that evapo-transpiration balance is maintained
during the crucial periods of crop growth.

5.69 It will generally be found that surface irri-
gation projects will have acommand much larger
than what the storage water can irrigate under the
present principles of irrigation. Similarly, the
command of a ground water resources or a lift
irrigation resource will be much higher than what
the irrigation system can cover under present
principles. In such a situation the available water
has to be distributed over the command on a
equitable basis. Our first objective should be to
ensure that each family in the area gets a rea-
sonably firm base for his economy so that in
serious droughts only marginal help will be
needed for the family. There is justification for
bringing in the principle of social justice and
equating distribution of water to the families.
5.70 Ground water exploitation and conjunctive
use of ground and surface water will be an
essential ingredient, in agricultural development
of drought prone arca. With saline ground water
a proper planning of conjunctive use of saline and
fresh water and suitable agronomic practices and
selection of cultivators tolerating levels of salin-
ity, will all have to be fitted in to the programme.
Percolation tanks have special value in drought
prone areas but such a programme will not give
the maximum benefit unless the down stream
open wells are constructed. ‘

5.71 The provision of drinking water supply is
important element in any programme of devel-
opment in drought prone areas. These areas
experience acute scarcity of drinking water, both
for human population as well as livestock,
because of low rainfall. In fact, no development
of livestock is possible in potential areas without
the facility of drinking water. Priority attention,
therefore, needs to be given to locating sources of
drinking water in those areas.

Crop Production

5.72 Successful dry land agriculture requires a
two-pronged strategy. When the monsoon is
normal, it should be used most effectively. The
second part of the strategy comes into operation
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the moment the weather turns aberrant. This
approach must outline for each agro-ecological
region the list of anticipatory measures and
alternative crop strategies that ought tobe adopted
when there is evidence of the incidence of
drought. This kind of programme involves steps
like altering crop patierns, proper development
and management of irrigation sources, mid-
season corrections in crop planning, introduction
of crop life saving practices and building up of an
appropriate seed and fertiliser buffer to imple-
ment the drought cropping strategy.

Animal Husbandry

5.73 Development of livestock has an in built
superiorityover crop farming inthe drought prone
areas in so far as fodder cultivation is less vul-
nerable to the dry spells and the harsh climatic
conditions in these areas. Because of this, animal
husbandry in conjunction with dairying can offer
amore stable base thancrop farming for sustained
income for the rural households in these areas.
5.74 The drought prone areas are characterised by
the scarcity of fodder and grasses for feeding
livestock because of diversion of land to crops.
The arid districts have less than five per cent area
under pastures, though the pasture areas in the
other DPAP districts are larger. Notwithstanding
the land resource constraints, these areas do offer
considerable scope for pasture and fodder
development in the available areas with the latest
technology for fodder crops and pasture devel-
opment. This is an essential precondition for
successful animal husbandry programme. The
other problem is that of drinking water. This
would have to be provided for in the water
resource development plan.

Diversification of Economic Base

5.75 The main emphasis in the drought prone
areas has so far been on agriculture and allied
sectors and on restoration of ecological balance.
But for an integrated development of any area,
agricultural sector alone cannot help to achieve
the objective. One of the major reasons for
deterioraticn in the ecological balance in these
areas has been excessive pressure of population
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on land. Therefore, unless alternative sources of
income are provided to the population, any
attempt to promote optimum use of landand water
cannot succeed, in spite of the improved dryland
agricultural practices,

5.76 There is seasonal out-migration of various
types of labour from many drought prone areas in
the country to take advantage of the semi-skilled
labour opportunities available in the large scale
industries and construction development taking
place in the country. There is also seasonal
migration to other areas. In planning the devel-
opment of drought prone areas, these out
migration opportunities should not be lost sight
of. It may be necessary to assess these
opportunities and utilise them instead of trying to
keep back people in the drought prone areas under
low wage employment schemes.

Research and Extension

§.77 1t is quite clear that a large number of
technological innovations are available with
research stations for increasing the productivity
of drought prone areas. The major problem is the
transfer of appropriate technology to the people
in each specific watershed for promoting rational
use of land, water and other natural resources.
Effective transfer of appropriate technology for
watershed development would involve the fol-
lowing activities:

(i) ascertaining the present level of technology

in use in the related sectors;

(ii) identifying the type of technology needed
and suited for the felt needs of the population
of the water-shed in general;

(iii) based on such feed back, need for adoption
or adaptation of available technology for
improving the productivity of the area and
preventing the ecological deterioration;

(iv) testing the suitability of new specific tech-
nology in different agro-physical and cli-
matic regions requiring a large number of
adaptive field trialsand operational research
projects under different geographical and
socio-economic conditions; and

(v) strengthening the linkage between research
and field personnel.
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5.78 It has to be noted that the development of
appropriate technology for the drought prone
areas requires an effective feedback mechanism.
The research has also to give priority to the
development of low cost technology. A careful
analysis of the methods of agriculture, animal
husbandry, etc., in these areas might indicate that
afew modifications in the existing practices could
yield better results instead of introducing new
innovations which may not only be costly but may
alsorequire lots of effortsbefore the farmer could
be persuaded to take them up. It is, therefore,
essential that the research should aim not only at
evolving new technologies butalso on improving
upon the existing ones. More important than
anything else is the need to bring about a multi-
disciplinary approach in research.

5.79 With regard to extension the Committee has
drawn attention to the potential of a suitably
modified Training and Visit method. Inthe T &
V method there is a back stop by a Technical
Group which trains the VLWSs every fortnight
during the cropping season or the programme to
be put acrossin the field in the next fortnight. This
technical group is expected to keep itself in tune
with the season by being based on ademonstration
farm where they will be replicating the pro-
gramme and using it for training also where
necessary. This back up technical group with a
base experimental area is crucial for watershed
programme. Besides the technical disciplines
involvedin the T & V,a soiland a water specialist
will have to be included.

5.80 Whilst the above technical group will meet
the requirements of all aspects of soil and water
management and agronomy, the watershed pro-
gramme has subsidiary production lines in animal
husbandry, horticulture and forestry. The
Committee has recommended that the expertise
for this should be included in the Technical Group
under the Project Administrator.

5.81 Effective conservation and water harvesting
isdifficult to accomplish individually as there are
community problemsrelated tothe characteristics
of watersheds. Therefore, any package of tech-
nology having the potential to provide attractive
benefits to the farmer requires a community
approach and cooperation for its successful
adoption.
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Desert Development

5.82 The economy of the desert areas should
continue to be mainly animal husbandry oriented.
The desert areas has a natural endowment of
several good breeds of cattle and sheep. A major
thrust of the development programme has to be
on the prevention, in a large measure, of the
nomadism of the cattle breeders and sheep own-
ers. An organised programme of livestock
development will have stabilising influence. An
increase of animal population is, however, ruled
out, since the vegetable resources even after
development cannot sustain a large number.
While containing the number, the breeding pro-
gramme, through provisions of facilities and
services, will have to be designed to improve the
quality and productivity of cattle and sheep.
5.83 In the arid areas the major emphasis has to
be on sheep development. The good breeds of
sheep available in this region can be further
improved both for wool and mutton. Apart from
improving the quality of sheep, wool shearing and
grading centres have to be established and
arrangements made for wool and meat marketing.
Another dimension to this development is the
possibility of creating more employment in the
cottage industry by processing the wool locally.
For this, adequate extension support will be
necessary.

5.84 A vigorous programme of livestock devel-
opment is possible if feed and fodder resources
are substantially incrcased to ensure the supply of
nutrition to the animals. Attention has, therefore,
to be paid to large scale development of pastures,
regulated grazing to prevent over-use and cre-
ation of grass reserves and fodder banks for
supply of hay in scarcity years. In canal command
areas, the cropping pattern has to be adjusted to
bring 30 per cent of the area under fodder crops
in mixed farming,

5.85 Integrated plans of development have to be
so designed as to pay simultancous aitention to
the development of water sources, animal hus-
bandry and pastures. In the strategy of develop-
ment, water plays a pivotal role. Since there isa
paucity of local water resources, water has to be
inducted from outside the arid zone. The Rajas-
than Canal project is an instance of such an effort.
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This canal is designed to irrigate areas along the
western boundary of Rajasthan but the interior
desertareas donot derive any benefit from it. The
project should be recast to exclude unsuitable
areas, where the cost of land levelling and
development will be high and to construct lift
canals to take some water deeper into the desert
with a view to bringing more areas under irriga-
tion and extending the benefit to a larger section
of the community.

5.86 The limited quantity of ground water avail-
able in pockets can be exploited mainly for
domestic and industrial use, it being rather
expensive for irrigation. Large parts of the desert
will still have to depend on rain. For maximising
the utilisation of the scanty rainwater, suitable
water conservation techniques like khadins
bandhis and well have to be adopted on large
scale.

5.87 In the early stages of development of the
canal command areas, there will be water to spare
in the canals. This opportunity needs to be uti-
lised. As water becomes available in an area, a
large scale programme of tree plantation, raising
of shelter belts and wind breaks and rejuvenation
of vegetal cover will have to be undertaken. This
programme will arrest wind erosion, sand blow-
ing and sand casting on arable fields and also
reduce the desicating effect of hot winds on crops.
Tree and grass cover on the unsiable and new
dunes in the canal commanded areas and on those
which pose a threat to habitations, roads and
railways should reduce the problem being faced
now. The plantation programme is also intended
to meet the requirements of fuelwood and small
timber locally and to prevent over-exploitation of
the existing resources.

Cold Deserts

5.88 The cold desert in the country occurs in
Ladakh Valley in Jammu and Kashmir. The
Lahaul Spiti Valleys and the Kinnaur region in
Himachal Pradesh are also considered as cold
semi-arid areas. The population in these areas is
sparse. The extreme climatic conditions, lack of
communication and the level of education make
development of these areas a difficult task. All
efforts made so far to develop these areas have
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achieved littie success.

5.89 The agricultural season in Ladakh is limited
to a short period between May and October in
view of the high altitude, extreme cold, deficiency
of oxygen and humidity. There are some streams
and glaciers but there are problems associated
with the utilisation of this water at higher eleva-
tions. The possibility of tubewell irrigation has
not yet been established. The main crop taken in
this area is crim, a kind of barley. This area has,
however, a valuable resource in pashmina goat.
5.90 The Committee would like to emphasise that
the available information is not sufficient for
formulating the strategy for development and
indicating the feasibility of different pro-
grammes. In its view, many more investigations
and more extensive research based on local
environmental conditions and physical and
socio-economic constraints are required before
viable economic programme can be implemented
effectively in these areas. This has to be given the
highest priority.

COASTAL AREAS AFFECTED BY SALINITY

Criteria for ldentification

5.91 The National Committee on the Develop-
ment of Backward Areas considers the problem
of salinity on coastal areas as one type of
fundamental backwardness. The Committee has
suggested that the identification of such coastal
saline areas to be based on a two pronged criteria
to demarcate (a) soil salinity areas where the top
soil is saline, and (b) water salinity areas where
either the walter strata for great depths is saline,
or even if top 30 ft. has fresh water where fresh
water is entirely by rainfall alone. For identifi-
cation of the development technology suited to
different conditions, it has been suggested that
these areas be identified in terms of (a) saline
soils, (b) saline alkali soils, (c) non-saline alkali
soils, and (d) degraded saline alkali soil.

Strategy of Development

5.92 The Committee advocated different strate-
gies of development for the east and the west
coasts, respectively. On the east coast the
principle of developing existing skills will lead to
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the obvious strategy of developing fisheries. The
next important part of the economy will be agri-
culture in which some beginning of development
can already be seen in these areas where fresh
water is available. Development of village
industries and tertiary sector growth will have to
follow the primary growth in both fisheries and
agriculture. In the west coast the entire economy
will be based on fisheries except where agricul-
ture can be developed on the lines of Kuttanad.
However, it will be found that such development
on the west coast today would be a high cost
development and may not be economic.

5.93 The Committee has recommended system-
atic soil survey so that areas of high, medium and
low saline conditions could be identified for
seeking remedial measures. It has also been
stressed that evaluation of the various measures
already taken by the State Government isof equal
importance.

Fisheries

5.94 On the question of fishery which provides
sustenance formost of the fishermen in the coastal
areas, optimal utilisation of the resources should
be the prime aim. This will require rational
provision of facilities for processing and mar-
keting, including export of frozen fish. On
account of the serious competition between the
traditional and mechanised boats there is a need
for cost benefit analysis to demarcate the sphere
of operation for each of them. In case of any
displacement of traditional fishermen, suitable
rehabilitation needs to be provided.

5.95 Brackish water fishery can provide sizable
potential for development. Hectare for hectare
brackish water fisheries gives much income than
the composite fish culture followed in inland fresh
water fisheries. Further, with availability of
remunerative technology in brackish water
fisheries, the use of scarce fresh water for culture
fisheries should not be encouraged. The Com-
mittee has siressed the need tohelp smaller people
to pursue brackish water fishery. For
appropriately developing the individual small
farms, support through an area development
approach and provisions of appropriate support-
ing services including technical services, are
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necessary. Transfer of technical knowledge to the
fishermen is of vital importance and the respon-
sibility on that count should be shouldered by the
State Governments by providing the technical
consultancy free of charge.

Agricultural Development

5.96 Agricultural development in the coastal
saline areas has to rely on the adoption of a crop
pattern in which suitable saline tolerant varieties
are chosen. On account of the scarcity of fresh
water, the Committee has suggested that suitable
cash crops with low requirements of fresh water
need to be chosen.

5.97 Horticulture deveiopment is seen to be
another very remunerative pursuit to be followed.
Sustained research efforts are necessary to find
out the suitability of cultivators for better pro-
duction. In the present setting, coconut produc-
tion is seen to be the most remunerative
horticulture  strategy.  For  appropriate
development of horticulture, etc., and also for
complete protection of habitations, the Commit-
tee has recommended the shelter belt approach.

598 Animal husbandry does not have much
developmental possibilities in these areas till
appropriate types of fodder varieties can be
developed to sustain that development.

Transport

5.99 To meet the growing demands of fisheries
and agriculture, etc., road communications have
to be developed to bring the marketable goods to
the main urban markets. All weather roads may
prove very costly and may not be achievable
within an acceptable time frame. The Committee
views the utilisation of pedal trays on cheap road
system, as developed in Sunderban, to be the
appropriate road development strategy.

5.100 The Committee has dealt in some detail
with the problems of the Sunderban area of West
Bengal and Saurashtra and Kutch areas of Guja-
rat. The entire area of Sunderban faces the
problem of salinity, water logging and drainage.
In the absence of up-land water supply the area is
exposed to tidal action making the water highly
brackish. For the development of the Sunderban
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an integrated programme simultaneously cover-
ing crop production, fisheries, animal husbandry
and forestry and providing for improvement in
infrastructural facilities including communica-
tion and supply of potable water will be necessary.
For the protection and development of land and
increasing availability of fresh water for agri-
cultural and drinking purposes, engineering and
other measures as envisaged both in the Interim
Plan of development of the Sunderban and in the
Sunderban Delta Project should be undertaken.
Industrial development should be restricted to
suchagro-based industriesas donotaggravate the
problem of fresh water in view of its limited
availability. As an integral part of the overall
development of the region, river, road and rail
transport facilities should be considerably
improved. Electrification should be extended to
the area to support development.

5.1011nthe case of Rann of Kutch and Saurashtra
areas, the possibilities of brackish water fish
culture are seen to be immense. The Narmada
water availability in the area is bound to change
the entire complex and as such a review of the
development strategy at that moment would be
desirable.

CHRONICALLY FLOOD AFFECTED AREAS

Criteria for Identification

5.102 Chronically flood affected areas constitute
one of the types of fundamentally backward areas
identified by the National Committce. The
Committee has recommended that such areas
should be identified on the basis of the following
four criteria:
(i) Flood frequency of at least one in three
years,
(ii) flood duration of at least 7 days period at a
stretch,
(ii1) flood depth of more than the standing paddy
at that time, and
(iv) flash flood with strong current liable to
uproot even if the duration is less than 7
days.

DEVELOPMENT OF BACKWARD AREAS

757

5.103 In order to delineate precisely chronically
flood affected areas in different flood-prone river
basins which are by and large already known to
local authorities, certain basic data need to be
collected. These include (i) records of stream flow
(gauge and discharge) data extending as far back
as may be available, (ii) data on rainfall in the
catchment area producing the floods, (iii) contour
maps showing areas flooded in differentyearsand
corresponding depth and duration of floods at
salient points of the affected area.

5.104 The Committee has recommended the
identification of all the flood affected blocks
through ground surveys, etc., within a period of
two years so that satisfactory ameliorative pro-
gramme can be introduced. The Committee has
no hesitation in saying that the actual areas
requiring attention in the country will be much
smaller than the area liable to floods.

Strategy for Development
Embankments

5.105 The Rashtriya Barh Ayog (1980) has
examined at considerable length the various
factors that cause heavy floods in different river
basins/delias and has indicated the measures for
rectifying the same. The intensity of the problem
has been identified to be severe in the States of
Assam, Bihar, Orissa, U.P. and West Bengal. For
protection from the inundation and possible
damage, the RBA has advocated a proper master
plan for embankments. It has suggested aban-
donment of badly planned embankments and
suitable strengthening and maintenance of other
embankments to avoid breaches. The National
Committee feels that any problem of flood ame-
lioration must first ensure that this basic recom-
mendation of the RB A is translated into effective
action within a reasonable time frame.

5.106 Embankment breaches and consequent
damages are, in most cases, man-made. The
Committee has suggested that remedy for this
needs to be sought in people disciplining them-
selves to ensure that technical advice in these
matters is obeyed meticulously and legislations
are faithfully observed. The Report of the Com-
mittee, however, doesnotconcernitself with such
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human action and is addressing itself only to areas
which are affected by the natural havoc and in the
flood plains outside the existing embankments
demarcated in the Master Plan. The Committee
feels that this is where nature’s direct havoc on
the economy will be felt and considers that if it is
of chronic nature, it would create problems of
backwardness.

Flood Damage

5.107 Flood damages can be of two types, viz.,
crop damage and damage to house and cattle.
People have adjusted themselves to the nature of
the environment in areas which are flooded by
mainly growing paddy in these areas and by sheer
experience they have evolved methods to grow
the right type of paddy. The paddy plant can
normally survive seven days of submergence
(which is taken into account in the identification
criteria suggested above). Normally, it will be
found that areas where floods cause crop damage
of a severe nature to the paddy cultivation will
also be the areas where house damage and cattle
damage would occur. As such the Committee has
stressed that if the crop fed area involved is
identified, the other problem areas will auto-
matically be identified to a larger extent.

Cropping Strategy

5.108 The Committee has recommended that an
appropriate cropping strategy would be to pop-
ularise suitable flood escaping or flood tolerant
cropping system or intensifying crop production
with irrigation in flood-free months. Keeping
these in view the Commitice has dealt with some
of the cropping strategies and sequences for five
identified States where chronically flood prone
areas predominantly exist. The detailed cropping
patterns have been given in the relevant Chapter
of the Report on the Chronically Flood Affected
Areas. Intensive research activities have devel-
oped newer varieties of crops suitable for flood
prone areas and the Committee advocates the
restructuring of the cropping accordingly.
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Irrigation

5.109 For popularising such a cropping strategy
it will be necessary to make available irrigation
facilities in such areas. To suitably back up the
envisaged cropping pattern strategy the Com-
mittee has advocated a fairly comprehensive
irrigation strategy. Khadir lands and diara lands
are fairly well identified in different States
affected by chronic floods. Generally such lands
which are in the vicinity of rivers have a fairly
high water table and it is possible to arrange for
irrigation by tapping ground water through, for
instance, shallow tube wells which have to be
covered or sealed during the monsoon season
when there is high flow in the rivers with con-
sequent submergence. Areas which are in the
fringes of the dry weather flow line of the river
can be imrigated by providing river lift pumps and
the distribution can be arranged by portable alu-
minium or flexible polythene pipes which can be
removed before floods inundate the areas. In
either case the pumps and motors have also to be
portable and have to be removed during the flow
of the river.

5.110 With regard to power for pumping as far as
Khadir lands are concerned it may be possible to
provide overhead electric transmission lines
which may not get affected during the flood
season. So far as the islands diaras are concemed
and the Khadir areas where the submergence
during flood season is high, diesel sets have tobe
preferred even though the cost of pumping will
be higher. This is suggested because it would be
very costly totake the electrical transmission lines
nearer the river edge with high submergence and
also across the rivers to supply power to the lands.
5.111 Apart from the Khadir areas and the island
diaras there are several other pockets in the States
referred to above, where water stagnates in the
natural depression even after flood season for a
long time and no crops are grown. The chaurs of
North Bihar and the "Bheels” in West Bengal are
typical examples of such areas. In such areas a
strategy to retain some water in the natural
depressions for providing liftirrigation duringthe
laterpart of the rabi season and during hot weather
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season should be considered. If part of these
chaurs are deepened and isolated by wire netting
even inland fisheries and water plants which
command good market can be developed.

5.112 It may also be possible to carry canal water
for irrigation land rendered flood-free during rabi
and summer seasonsif there is any major, medium
or minor surface imrigation scheme operating in
the relatively higher areas in the neighbourhood.
In Assam there are many small tributaries of the
Bramhaputra which carry perennial flow. A
system of lifting water during the rabi and summer
season is already in vogue in some parts of the
State. This programme should be accelerated.

Upper Reach Control

5.113 For knowing the precise details about the
behaviour of the upper reaches, the Committee
has recommended that full potential of the Lands
at Imagery be utilised. For reducing the run-off,
the Committee has recommended (i) prohibition
of production in hilly catchment, (ii) contour
bunding in hilly catchment, (iii) construction of
flood retention reservoirs, (iv) small check-dams
on the tributaries to delay run-off to point of
concentration, and (v) elaborate flood fighting
arrangements at vulnerable points with adequate
support of flood forecasting and waming thereof.
The Committee has favoured the watershed
management approach for the upper reaches
management and has recommended that the
trade-off, between the two conflicting alterna-
tives of low flow augmentation or flood reduc-
tion, be decided through cost benefit analysis. For
effective implementation of the programmes an
inter-disciplinary team for each basin has been
favoured.

Human Settlements

5.114 For the protection of human settlements
various alternatives like strengthening of house
structures, raising the level of the whole village
or ring bunds around villages have been consid-
ered and the pros and cons of each have been
highlighted in the Report of the Committee.
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CHAPTER 6
INDUSTRIAL DEVELOPMENT OF BACKWARD
AREAS

The National Committee’s approach to the
identification of backward areas has been based
on the recognition of various types of funda-
mental backwardness, viz.,concentration of tribal
population, hilly terrain, drought areas,
chronically affected areas by floods and salinity
in coastal areas. Industrial backwardness, how-
ever, is a category apart and is not a matter of
environmental constraints. It is largely a matter
of history and cannot be linked up straightway
with any index of local potential or human
endeavour. The problem of industrial develop-
ment of backward areas has engaged the attention
of policy makers for a long time. The National
Committee has dealt with this aspect in detail in
three reports:

(i) Report on Industrial Dispersal;

(ii) Report on Village and Cottage Industries;

and
(iii) Report on Industrial Organisation.

These reports deal with the entire range of
manufacturing industries from household indus-
tries to large projects. They contain recom-
mendations on a wide range of policies,
programmes and institutions for promoting the
industrial development of backward areas. The
first part of this Chapter summarises the conclu-
sions and recommendation in these three reports.
It also examines some of the recommendations in
the light of subsequent discussions with State
Governments. There were two issues relating to
industrial backwardness which the National
Committee had notdealt with in its earlier reports,
viz., the transport subsidy scheme and State
Government incentives for industry. These two
aspects are dealt with in the second and third part
of this chapter.

Industrialisation of Backward Areas

6.2 The present pattern of location of industry is
aconsequence to a large extent of the early phase
of industrialisation in India. The major industrial
centres which had developed during this period
were Bombay, Calcutta, Madras, Delhi, Ahme-
dabad and Bangalore. The share of these centres
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in manufacturing employment rose from 4.7 in
1921 t0 9.6% in 1951 and 12.9% in 1971.

6.3 A variety of policy measures have been used
to influence the pattern of industrial location. In
the early phase of development, the emphasis was
on the location of public sector enterprises in
backward areas and on the development of
industrial infrastructure inthese areas. An attempt
was also made to use licensing policy to push
industries into backward areas. A major change
in the policy package came about with the insti-
tution of the Central investment subsidy scheme
and the scheme of concessional finance in 1971.
To this were added certain concessions in cor-
porate tax to units in backward districts which
came into force in 1974.

6.4 The Committee has evaluated the working of
policy measures particularly the investment
subsidy and Concessional Finance scheme in
some detail. The bulk of the subsidy seems tohave
accrued to States which were not considered
backward by the Pande Working Group on whose
recommendations the schemes were established.
The pattern of dispersal also shows that amongst
the eligible districts, a small number which are at
close proximity to relatively developed industrial
centres seemed to have derived a major part of
the benefit. The Committee’s evaluation also
show that the availability of concessional finance
and subsidy has been a significant motivating
factor in determining location decisions.

6.5 In the case of public sector units, the Com-
mittee found that much of the investment had
flowed to backward areas. This is true not merely
of units based on local raw material but also of
engineering enterprises. However, the Commit-
tee notes that the multiplier effects from these
large projects in backward areas have been very
limited mainly because government directives on
ancillarisation do not seem to have been pursued
with any degree of vigour.

6.6 In the Report on Industrial Dispersal, the
Committee has outlined the strategy for industrial
dispersal. The central principle of this strategy is
that incentives for industrial dispersal should be
given in a manner which persnades industries to
move away a sufficient distance from existing
centres into remoter areas. At the same time the
Committee recognises that there are economics
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of agglomeration and that the new centres which
have to be developed away from existing centres
must be of sufficient size. Hence the Committee
has combined the dispersal approach with a
growth centre approach. The salient features of
the specific recommendations of the Committee
for operationalising the strategy are listed below:
(i) The cut-off criterion for the selection of
centres for the development of medium and
large industry would be that they should
have a population of at least 50,000 and that
they should be situated at a minimum dis-
tance from an existing industrial centre. For
this purpose "existing industrial centres”
should be all town/urban agglomerations
with an employment in non-household
manufacturing of over 10,000. The mini-
murh distance should be 150kms for centres
with an employment of over 150 thousand,
100 kms for centres with an employment of
50-150 thousand, 75 kms for centres with
an employment of 25-50 thousand and 50
kms for centres with an employment of
10-25 thousand.

(ii) 100 such centres should be selected out of
all eligible towns for development in the
Sixth Plan.

(iii) Each growth centre should be managed by
an Industrial Development Authority which
would have the charter to development and
provide the necessary infrastructural sup-
port as well as to mobilise funds from
institutions like IDBI, HUDCO, etc.

(iv) For institutions like IDBI, HUDCO, etc., t0
play an effective role, it would be desirable
that appropriate financial support to these
institutions is assured during the Plan
period.

(v) State Govemments should undertake to
provide the requisite infrastructural facili-
ties at the selected locations and to orient
their own promotional efforts in the same
direction. Urban development programmes
may be used in these centres on a priority
basis.
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(vi) The schemes of Central capital subsidy,
concerning finance and income-tax con-
cessions may continue for the Sixth Plan
period for all small industries located
outside the cut-off areas specified under
recommendation whether located in a
growth centre or not. The infrastructural
support the Committee will be recom-
mending for each growth centre will not be
available for industries which may come
outside such growth centres.

6.7 The Committee has discussed its recom-
mendations with several State Governments
and various suggestions for modifications have
been made. The Committee would like to take
this opportunity to react to some of these
suggestions.

6.8 It has been suggested that the areas ineligible
for incentives within a State should be defined
only in terms of areas around existing centres
within the State. Thus the effect of centres outside
the State should not be taken into account. The
Committee has considered this suggestion but is
unable to agree with it. The spread effects of
industrial centres do not recognise State bound-
ariesand we have several instances of new centres
that have developed because of the impulse
generated by existing centre outside the State,
€.g., Hosur in Tamil Nadu and Alwar in Rajas-
than. The acceptance of this suggestion would
create an anomalous situation in a place like Delhi
where it would mean that areas in the neigh-
bouring States on the border of this highly
developed industrial centre would be eligible for
incentives and concessions. However, the Com-
mittee accepts that the spill over effects of a centre
outside a state may be somewhat lower than in
the State itself and some modifications of the
distances may be acceptable. A shorter distance
accepted by general consensus among the States
for such a situation may be used for determining
ineligible areas in a State because of the effects
of existing centres outside the State.

6.9 Several States have suggested modifications
in the assumed cut-off distance on the ground that
the spread effects of industries are not as wide as
the figure recommended by the Committee would
suggest. The cut-off distances recommended by
the Committee reflect a judgement which the
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Committee considers valid. The main argument
advanced by States is for a shorter distance. The
Committee isprepared toaccept ashorter distance
criteria provided the distance is not made so short
that our objective of industrial dispersal in all the
backward areas of the country is thereby not
reached within a foreseeable future.

6.10 The Committee has defined existing centres
on the basis of the level of employment in non-
household manufacturing as per the 1971 Census.
It has been argued that non-household
manufacturing includes a large number of
workers and in small scale manufacturing units

whose spread effects are likely to be much less

than that of large factories. Hence it has been

suggested that the cut-off distances, applicable to
centres where the major part of employment is in

tiny units, should be somewhat lower, The

Committee feels that there is some validity in this

argument. However, statistics to differentiate

between employment in tiny units and other units

are not readily available. If such data can be

obtained, the Committee would not have any

objection to different weights being given to tiny

unit employment and other employment in non-

household manufacturing, the relative weights

being determined by consensus. The weighted

employment would be the standard employment

figure for identifying ‘existing centres’.

6.11 The modifications suggested above are in the

nature of refinements in the schemes suggested

by the Committee in its Report on Industrial

Dispersal. The basic thrust, however, remains in

that the objective must be to disperse industries

away from existing centresinto the interior sothat

within a reasonable time frame backward areas

have the advantage of an industrial economy.

Only then will there be some measure of equity

in the accesstoindustrial employment in different
areas.

6.12 The Committee has dealtat some length with
the policies and institutions required for pro-
moting small industry in backward areas. These
areas suffer from a lack of entrepreneurship and
in the early stages of development the small
industry is likely to be the major activity at least
for local entrepreneurs. Hence the promotion of
small industries in these areas is of paramount
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importance.
6.13 The major items which need to be covered
inany policy package for small industries are:

(i) Entrepreneurship development,

(ii) Credit,

(iii) Raw Material supply,
(iv) Common service facilities for repair and
maintenance, finishing, testing, etc.,

(v) Marketing support.

In this report on Industrial Dispersal as well as
in the Report on Industrial Organisation, the
Committee has made many specific suggestions
in each of these areas. This would need to be
pursued with vigour if industrialisation of back-
ward areas is to be promoted. The Commiittee has
also emphasised the role of labour training and
suggested specific measures for ensuring that
local people benefit from the industries set up in
backward areas.

6.14 The promotion of industries in backward
areas will require extensive support from official
agencies, In its report on Industrial Organisation,
the Committee has examined the working of
existing institutions in the support system and
suggested measures for strengthening organisa-
tions like SIDO, SISI, the Directorate of Indus-
tries, DICs, etc. The strengthening of this
institutional infrastructure is of vital importance
if the basic objective of industrial dispersal is to
be achieved.

6.15 The problems of village and cottage indus-
tries are essentially different from those of small
industries. The Committee has dealt with themin
itsreport on the subject. The significant point that
emerges from an examination of available data is
the decline in the employment in village and
cottage industries, despite the many measures
which have been taken to protect and promote
them. The strategy suggested by the Committee
focuses attention on three crucial elements. The
first is upgradation of technologies to ensure
quality standards, reduction of drudgery and
higher productivity. Second, a covering organi-
sation to provide the required support for raw
material  supply, marketing, credit and
technology, and third a group approach in which
cluster of artisans are identified and served by the
covering organisation. The Committee has sug-
gested a variety of measures for translating this
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strategy into action. The role of village and
cottage industries in diversifying the employment
structure in rural parts of backward areas is very
substantial and the measures suggested by the
Committee would need to be pursued with vigour.

Transport Subsidy Scheme

6.16 In pursuance of a decision taken by the
Planning Commission to set up two Councils at
its meeting held in September, 1968, the Planning
Commission had set up two Working Groups to
study the question of regional imbalances. One of
the Working Groups was to recommend criteria
for identification of backward areas and the other
was to recommend fiscal and financial incentives
for starting industries in backward areas. The
latter Working Group made a recommendation in
the following terms for provision of a transport
subsidy for industries in sclected backward and
remote areas of some States and Union Territo-
ries.
"Transport Subsidy: We feel that there isa
case for giving transport subsidy for rea-
sons of special remoteness of certain areas
for taking out the finished products for a
period of five years. Upto 400 miles the
distance should be considered as normal
and beyond that the transportation cost for
finished products should be subsidised for
such backward areas as may be selected in
the States of Assam, Nagaland, Manipur,
Tripura, NEFA and Andmans. The trans-
port subsidy should be equivalent to 50%
of the cost of transportation in the case of
the backward areas specified in J & K
State”.
6.17 The matter was examined in greater detail
by a Committee on Transport Subsidy headed by
Shri. T. Swaminathan. The recommendations of
this Committee were as follows:

(i) A transportsubsidy should be given by the
Centre for promoting growth of industries
of all sizes in certain selected areas.

(ii) The scheme of transport subsidy should be
limited only to the States of Jammu &
Kashmir, Assam including Meghalaya,
Nagaland and the Union Territories of
Manipur, Tripura and NEFA.
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(iii) Transport subsidy should be given only in

respect of industrial raw materials which
are brought into and finished products
taken out of the State of Jammu & Kashmir
and the north-eastern region and not for
internal movement.

(iv) Inthe casc of Jammu & Kashmir State, the

subsidy should be given for transport costs
between the rail head at Pathankot and the
site or location of industrial unit in the
State. When the railway line is extended
upto Jammu & Kashmir and opened for
traffic, subsidy may be restricted to
movements between Jammu and the site
of an industrial unit.

(v) In the case of Assam, including Megha-

laya, Nagaland, NEFA, Manipur and
Tripura, subsidy should be given on the
transport costs between Siliguri and the
site of an industrial unit. While calculating
the transport costs, the cost of movement
by rail to/from the nearest railway station
and cost of movement by road from/to the
nearestrail-head to/from the location of an
industrial unit should be taken into
account. In the case of goods moving
entirely by road orother mode of transport,
the transport charges may be limited to the
amount which the unit might have paid
had the goods moved by rail up to the
nearest rail head and thereafter by road.

(vi) Freight charges for movement by road

should be determined on the basis of
transport rates fixed by the Government
concerned from time to time or the actual
freight paid, whichever is lower.

(vii) Cost of loading or unloading and other

handling charges such as from the railway
station to the site of units should not be
taken into account for the purpose of
determining the transport subsidy.

(viii) All new industrial units to be set up sub-
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(ix) The existing units should also be eligible

for the subsidy provided that they under-
take expansion or diversification subse-
quent to the announcement about the
transport subsidy, resulting in an increase
in production of at least 25 per-cent over
the average annual output during the
preceding three years. In such cases, the
subsidy should be restricted to 50% of the
transport costs of the additional raw
materials required and finished goods
produced as a result of the expansion or
diversification.

(x) Except for the plantations, refineries and

the power generating units, all other
industries, in public as well as the private
sectors, should beeligible forthe transport
subsidy, imrespective of the size of the
industrial units.

(xi) 50 per cent of the transport charges for

movement of steel from the Gauhati
stockyard to the site of the industrial units
in the north-eastern region should also be
subsidised.

(xii) Claims for transport subsidy should be

scrutinised and settled by the Directorates
of Industries of the States and Union
Territories and, therefore, the Govern-
ments concerned should be reimbursed by
the Ministry of Industrial Development
and Internal Trade.

(xiii) In order to check any misuse of the sub-

sidy, it would be necessary for these
Directorates of Industries to carry out
periodical checks to ensure that the raw
materials and the finished products in
respect of which the subsidy had been
given, were actually used for the purpose
by a system of scrutinising of consump-
tion of the raw materials and the output of
the finished products.

(xiv) The proposed scheme of transport subsidy

should be implemented for aperiod of five
years,

sequent to the announcement about the The above recommendations were accepted and
transport subsidy, should be eligible for the scheme was put into effect from July 1971.

subsidy equivalent to 50% of the transport  6.18 The Transport Subsidy was initially intro-
costs of both raw materials as well as duced with effect from 15-7-71 to the States of

finished products.

Himachal Pradesh and the North-Eastern Region
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comprising the States of Assam, Meghalaya and
Nagaland and the Union Territories of Manipur,
Tripura and NEFA. For Jammu & Kashmir,
Pathankot/Jammu were declared the railheads
and for the North Eastern Region, Siliguri was
declared the railhead. From 24-8-1972 the
scheme was extended to the State of Himachal
Pradesh and the hilly areas of Uttar Pradesh,
comprising the districts of Dehradun, Nainital,
Almora, Pauri Garhwal, Tehri Garhwal, Pitho-
ragarh, Uttar Kashi and Chamoli. For Himachal
Pradesh, Pathankot, Kirtpur Sahib, Nangal,
Kalka, Ghanauli, Yamuna Nagar, Barara and
Hoshiarpur were declared the railheads and for
hiltyareas of Uttar Pradesh, Dehradun, Rishikesh,
Moradabad, Bareilly, Kotdwara, Shahjanpur and
Rampur were declared the railheads. With effect
from 1-12-1976 the scheme was further extended
to the Union Territories of Andaman and Nicobar
Islands and Lakshwdweep with Madras Port and
Cochin Port respectively as the local points from
which the transport subsidy would be admissible.
Finally on 5-12-1977 the scheme was further
extended to the State of Sikkim with Siliguri as
the focal point.

6.191In the case of Andaman and Nicobar Islands,
the transport subsidy is given on transport costs
by sea and road between Madras Port and the
location of the industrial unit in the Union Ter-
ritory. In the case of Lakshadweep, the transport
subsidy is given on transportcosts by seaand road
between Cochin Port and the location of the
industrial unit in the Union Territory. If any other
port on the mainland is used for the purpose of
transport, the transport costs are limited to the
amount which the industrial unit would have
incurred, had Madras or Cochin Port, as the case
may be, been used or the actual transport costs,
whichever is less.

6.20 The total amount disbursed under the
transport subsidy scheme is reported in Annexure
L. As these data show, the disbursements under
the scheme are nominal and amounted to Rs 20
lakhs only upto 30-9-1980. The low level of
utilisation of the scheme suggests that, as pres-
ently designed, it does not seem to serve any
useful purpose. Hence the rationale of the scheme
needs examination,
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6.21 The transport subsidy scheme, as presently
designed, subsidises the cost of transport of raw
materials and finished goods from some defined
rail head to the plant site. The defined rail heads
have been indicated in Para 6.18 above. It will be
scen that these rail heads are situated at a con-
siderable distance from major markets and raw
material sources in metropolitan cities, ports and
other industrial centres. The cost of transportation
from the defined raithead to these centres of
demand and raw material availability is not sub-
sidised. A large industrial plant situated in the
interior in the north-east may be linked mainly
with Calcutta for raw material supply or mar-
keting of output. These plants will get a subsidy
for the movement upto Siliguri but not for the
onward movement to Calcutta. Similarly a plant
in Kashmir will get a subsidy upto Pathan-
kot/Jammu but not for any further movement to
Delhi. Hence the real advantage accruing from
the subsidy may not be a very substantial pro-
portion of transport costs, particularly consider-
ing the involved procedures for claiming the
subsidy.

6.22 The transport subsidy is calculated as if the
movement takes place by rail whenever railway
facilities are available and by road otherwise.
However, plants inremote regions or destinations
prefer road transport, even if rail facilities are
available all the way, because of the advantages
of point to point movement and safety of material.
In this case too the proportion of the subsidy to
actual transport costs is greatly reduced.

6.23 For the purposes of the subsidy, mining units
are not considered industrial units and there have
been suggestions that this should be corrected if
the exploitation of mineral resources in remote
regions is to be promoted.

6.24 One final point worth noting is that the
definition of raw material does not cover fuels.
This isa particular problem in Jammu & Kashmir,
Himachal Pradesh and the hill areas of Uttar
Pradesh where fuel requirements of industrial
plants have to be met by imported coal or diesel
or fuel oil.

6.25 The transport subsidy scheme in its present
state does not seem to be very effective asisclear
from the very low level of disbursements. Hence
the National Committee is of the view that an
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alternative approach is required to meet the
problem of high transport costs and uncertain
availability or raw materials in remote areas.
6.26 The types of industries that are likely to be
set up in the remote and hilly regions fall broadly
in the following categories:

i) Major raw material based units,

ii) Units based on the climatic or environ-

mental advantage of hilly regions,

iii) Industries to supply local demands,

iv) Other small and village industries.
Industries in the first category as well as small
industries based on local raw materials would not
require any subsidy of raw materials if they are
properly located. The problems of internal
transportation within the regions and the linking
up of supply areas with the industrial plant would
have to be covered by suitable infrastructure
investments. However, these raw material
industries may then require subsidiary inputs
which may come from outside the region.
Industries based on local demands may require
raw materials from outside the region for which
a transport subsidy may be of some use. Envi-
ronmentally based industries like electronics or
drugs are basically not transport intensive and the
incidence of transport costs in the total costs
being low, the benefits of a transport subsidy
may be limited. Small industries in the region
may well require raw materials from outside.
Some saving in the cost of these raw materials
would certainly help but better availability is
probably important.

6.27 The Committee would suggest that the
transport subsidy scheme should be linked up
with the improved arrangements for raw material
supply, that it has suggested. The Committee has
recommended the establishment of a state level
supply and marketing corporation for supporting
small and village industries. In view of the
Commitiee these corporations should be
responsible for much of the raw material supply
from outside the region. The Committee would
suggest that the transport subsidy on raw mate-
rials should be payable to these corporations when
established and other official support
organisations rather than to the using enterprises.
Such a subsidy may be easier to police and
administer than the present arrangements. The
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Committee would recommend that, for controlled
or canalised raw materials, the transport subsidy
should be calculated on the basis of the lowest
costof transportation from the actual supply point
to the concerned depot of the support organisa-
tion.

6.28 The transport subsidy on raw materials
cannot be limited to controlled or canalised raw
materials supplied through official support
organisations. It would have to cover other raw
materials as also supplies obtained directly by
industrial enterprises in the eligible regions. The
Committee would recommend the presence of a
transport subsidy in these cases on the following
basis:

(1) The source of supply may be deemed to be
Delhi for eligible areas in J&K and Hima-
chal Pradesh, Lucknow for eligible areas in
U.P. and Calcutta for eligible areas in the
north-east, Sikkim and West Bengal or the
actual supply point if it is nearer.

(ii) For a certain distance from the deemed or
actual source of supply no subsidy should
be payable. This cut-off distance will have
to vary for the different eligible areas and
may be determined after closer study by the
Ministry of Industrial Development. This
same subsidy may also determine the pro-
portion of transport costs for movements
beyond the cut-off distance which would be
subsidised.

(iii) Through road movement should be sup-
ported and the norms for permissible road
haulage and costs may be determined by the
Ministry of Industrial Development.

6.29 With regard to the regions to be covered, the
Committee would recommend the inclusion of
the Darjeeling district of West Bengal to the
present list. The Committee would not recom-
mend any change in the class of eligible units or
the quantum of the subsidy. However, the subsidy
should also covercoal and petroleum products but
in this case should be calculated on the basis of
the costs of transportation beyond the specified
railhead only. In the case of Andaman and
Nicobar Islands and Lakshadweep port charges
should be included in the calculation of transport
COSsts.
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6.30 Apart from the transport subsidy, the Com-
mittee would recommend that more stockyards
and depots should be established in the remote
regions in which the transport subsidy is appli-
cable, for the supply of raw materials by public
sector organisations like the SAIL, STC, NSIC,
etc. The higher transport costs of material,
stockyards and depots in the remote regions can
be absorbed by the national organisations. Till
such time as more stockyards are established, the
costs of transportation upto district headquarters
should be absorbed in the national system. An
assessment of the raw material requirements in
the region should be prepared by the Ministry of
Industries who should then pursue the matter with
the concerned organisations for ensuring the
necessary supplies.

6.31 Pricing systems for major industrial raw
materials often involve a degree of freight
equalisation. For example, cement, steel and
fertilisers are sold at a uniform price at all rail-
heads/stockyards in the country. Such systems
automatically involve a subsidisation of raw
materials supplied to remote areas. However,
such systems are not in force in several other
important commodities like coal, cotton, rubber,
plastic, raw materials, etc. When the commodities
are produced in the private sector and are not
subject toprice and distribution controls not much
canbe done through the pricing system. However,
commodities produced or marketed largely in the
public sector can be covered by uniform pricing
systems. At present freight equalisation and
uniform pricing systems are under attack as they
can lead to incorrect location decisions and
unnecessary transportation. The Committee
would not wishtocommenton this general aspect.
However, it would suggest that in any pricing
system for commodities produced or marketed
through the public sector, a degree of freight
subsidisation on supplies to remote areas would
be worthwhile.

6.32 With regard to a transport subsidy on the sale
of output (i.e., on marketing) it is necessary to
consider the need for such a subsidy for the
different types of units mentioned in Para 6.26
above. Major units based on local raw materials
will have the advantage of raw material supplies.
The environmentally related units will generally
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not be transport intensive and a subsidy on
transport costs is of limited interest to them.
Industries based on local demand will clearly not
require any transport subsidy on movements out
of the region. A subsidy on the transport costs of
sending products out of the region may be of some
relevance mainly for some small and village
industries. In these cases the transport subsidy on
the movement of output may be paid to the official
organisations which offer marketing support to
small and village industries. The principles
underlying such a subsidy may be as follows:

(i) The destination of output may be deemedto
be Delhi for eligible areas in J&K and
Himachal Pradesh, Lucknow for eligible
areas in U.P. and Calcutta for eligible areas
in the north-east, Sikkim and West Bengal
or the actual destination whichever is the
nearer.

(it) For certain distance upto the deemed or
actual destination, no subsidy should be
payable. The cut-off distance would have to
vary for different eligible arcas and maybe
determined after closer study by the Min-
istry of Industrial Development. This same
study should also determine the proportion
of transport costs for movements beyond the
cut-off distance which would be subsidised.

(iii) Through road movement should be sup-
ported and the norms for permissible road
haulage and costs may be determined by the
Ministry of Industrial Development.

6.33 Irrespective of a transport subsidy improving
the transport infrastructure in the remote regions
is a necessary pre-requisite for industrialisation.
The development of new roads, bridges or other
transport facilities that shorten the distance to the
national road and rail network may have a more
significant impact on the costs of transport for a
wide range of industries. It would also assist in
the development of other sectors like horticulture,
plantations and industry.

6.34 Many of the remote regions have perforce to
beserved by road transport. In thiscase the regular
availability of trucking services may be more
important than the cost. A scheme to subsidise
trucking operations in these remote regions may
be considered. This could take the form of lcans
on concessional terms for the purchase of trucks
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provided these trucks are based in these areas. The
easy loans could be given to private operators or
to state road transport corporations. The growth
of locally based truck fleets would improve the
availability of transport facilities, which may be
of greater consequence particularly for small
industries or low weight/high volume industries.
6.35 The high costs of transportation from the
remote regions to major centres of demand and
raw material supply can also be taken into account
in the freight policy of the railways. The Com-
mittee would recommend that the freight rates
from the remote regions as presently identified
for the transport subsidy scheme, to the nearest
metropolitan area should be set at a concessional
level.

State Government Incentives

6.36 Apart from the incentives to industry offered
by the Central Government, the State Govern-
ments also give a large number of concessions to
new industrial unitsor expansion of existing units
in the State. A list of these incentives as of 1980
is given in the Annexure 2 to this Chapter.

6.37 The important items on which State Gov-
emnments offer concessions to industrial units are
the payment of sales tax and octroi duty, the tariff
charged for power and water supply and the cost
of land/sheds in industrial estates. Jammu &
Kashmir, West Bengal and Tamil Nadu also offer
an outright investment subsidy.

6.38 The first point worth noting about the State
Government concessions is that many of them
apply across the board and do not have any built
in preference for industrially backward areas. The
States which have built in some preference for
industrially backward areas, as defined by them,
in various concessional schemes are listed below
(the figures in brackets indicating the total num-
ber of States/Union Territories offering that
concession).

(i) Investment subsidy West Bengal, And-
&) hra Pradesh, Gujarat.

(ii) Sales Tax conces-
sions (20)

Gujarat, Madhya
Pradesh, Maharash-
tra, Uttar Pradesh.
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(iii) Octroi concessions Haryana, Madhya
(12) Pradesh.
(iv) Power Tariff conces- Madhya Pradesh
sions (18)

(v) Water supply (5) Kamataka, Maha-
rashtra, Madhya Pra-
desh,

(vi) Subsidy on Andhra Pradesh,
land/sheds (12) Bihar, Gujarat,
Maharashtra, Orissa,

Uttar Pradesh.

Generally there does not appear to be much
selectivity in the selection of cligible areas.
6.39 The definition of industrially backward areas
used by the State is not connected inany way with
the definition used for the central subsidy scheme
for the scheme of concessional finance. Each
State follows its own criteria or judgement of the
area in need of such concessions. The quantum of
the concessions offered can be very substantial.
The net effect of the State Government subsidies
is that dispersal has not taken place and the
entrepreneur has gone tothe more developed parts
of the State. In this sense the purpose of utilising
the Central incentive to disperse industries has
been blunted.
6.40 There is a certain escalation of incentives as
each State offers concessions to match those
offered by competing States. Industrially more
developed States like Maharashtra, Gujarat and
Tamil Nadu offer concessions which the less
developed States cannot match. Moreover, the
concessions offered by the more developed States
are not restricted to the backward areas of that
State as determined for the Central scheme. In
Gujarat for instance the sales tax concession is
available in all areas located 25 kms away from
Ahmedabad and Baroda and 16 kms away from
Surat,Rajkot, Bhawnagar and Jamnagar. In Tamil
Nadu there is no differentiation by area. Thus the
substantial sales tax concessions offered by the
industrially more developed States virtually
negate the orientation of the Central Government
schemes.
6.41 The objective of industrial dispersal policy
is firstly the industrialisation of industrially
backward States and secondly within the State the
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promotion of industries in the industrially back-
ward areas. The Central schemes have been
devised for this purpose. When States give across
the board incentives this thrust is blunted.
Entrepreneurship is limited and when incentives
are available virtually across the board, the
entrepreneur naturally prefers to go to the more
advanced States and also to the more advanced of
the designated backward areas. The industrially
backward States have difficulty in competing
with the more advanced States in granting con-
cessions and the urge to grab industry is working
against the interest of these States.

6.42 The National Committee recognises that the
State Governments will wish to promote indus-
trial development in all areas within their terri-
torial boundaries. The Committee would,
however, suggest that the State Governments
cannot plead for central scheme for industriali-
sation of backward areas if their own actions work
against the orientation of these central schemes.
Once a certain consensus on the concept and
definition of industrially backward areas is
reached, then the Central and State Governments
must work together to promote industrial devel-
opment in the identified areas. Hence the State
Government schemes must also reflect the same
geographical orientation as the central schemes.
They must build in a preference in their own
schemes of concession for the areas identified as
industrially backward for the central schemes.

CHAPTER 9

GROWTH CENTRE AS THE CATALYST OF AREA
DEVELOPMENT

The Committee hasin its several reports dealing
with areas of fundamental backwardness sug-
gested measures for increasing productivity and
utilising fully the development potential of these
areas and also for achieving a reasonable distri-
bution of benefits towards the good of social
justice. All these measures will lead to the
development of the basic rural potential and the
industrial potential of the arca. Yet there is a
certain gap in the framework of policy which
needs to be filled. As regards general rural
development, the approach has been towards
increasing the skills for getting maximum return
out of the new technologies and the potential of
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the area for development in agriculture, animal
husbandry, horticulture, forestry and fisheries.
This frame leaves out a sector of opportunities for
the semi-skilled and highly skilled population and
educated youth in the areas of fundamental
backwardness which is available in the general
growth of the nation in various fields of devel-
opment. Taking an overall picture of the back-
wardness we see, as in the hill areas of the North,
large scale out-migration of highly skilled and
semi-skilled personnel for eaming a livelihood
suited to their skills. Out-migration of skill and
entreprencurial talent seems to be a gencral
movement from areas of fundamental back-
wardness to more prosperous areas giving better
opportunities. The Committee in its report on
‘Industrial Dispersal’ pointed out the relevance
ofkeeping back entrepreneurial talent and skilled
and semi-skilled personnel in the backward areas
for the development of industries in those areas.
9.2 From the First Plan onwards the country has
been investing very substantial funds in building
up the infrastructure in transport, power and
irrigation, exploiting the vast mineral resources
and in establishing basic industries and devel-
oping huge urban complexes. These investments
are scattered all over the country. Many of them
like the irrigation reservoirs and the hydel scheme
and many basic industriesrelating to mineralsand
exploitation of minerals itself are located in the
areas of fundamental backwardness in the coun-
try. These large projects provide opportunity for
employment directly to highly skilled, skilled,
semi-skilled and unskilled labour. The projects
also provide opportunities of secondary and ter-
tiary growth which are sometimes very large and
where secondary production units like small and
ancillary industries and service systems need to
be developed. The tertiary sector of service is
many faceted and the more sophisticated the basic
unit the more highly spread are out the opportu-
nities for tertiary investment and employment.

9.3 A broad view of how these large projects,
many of which are in the backward arcas, have
really initiated and started the growth of the
people in the backward areas, shows a disheart-
ening picture. The classic case is the Jamshedpur
Complex in Bihar which has not led to much
complementary growth in the rural areas away
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from the huge urban complex. This large complex
of industries was started long before freedom.
Since Independence many large industrial proj-
ects have been set up in backward areas, e.g., at:

- Bhilai, Rourkela and Bokaro (Steel)

- Korba (Coal, Power, Aluminium)

- Sindri, Gorakhpur (Fertilizers)

- Namrup, Barauni (Fertilizers and Petroleum)

- Bhopal, Hardwar, Ranchi, Jhansi (Enginee-

ring)

The list would be even larger if coal and mineral
development schemes, power projects and irri-
gation projects are included. In most of these
projects neither the direct involvement in the
construction of these projects nor the secondary
and tertiary growth opportunities could be availed
of to any large extent by the people of the
backward areas round about. Further, there has
been no complementary growth in other sectors
of the economy as we normally expect. A thesis
that growth by itself leads to distribution of
growth cannol be controverted better than by a
look at these projects. The Committee has noted
with much concern this gap between the possible
opportunities and the availment of the opportu-
nities by the surrounding population. The Com-
mittee has tried to see if a bridging of this gap is
possible. The broad conclusion is that this is
possible provided very substantial support,
planning and implementation of various infra-
structure and aid programmes are carried out by
the State administration.

9.4 Broadly speaking, we can foresee five major
types of development which would create growth
centres with substantial potential for generating
all-round development in the backward areas
surrounding the projects and amongst the people
of the area. These are:

(1) Industrial complexes;

(11) Growing Urban complexes;

(iii) Raw material exploitation (forests and

minerals and industries based thereon);

(iv) Large Irrigation Projects; and

(v) Hydel and Thermal Projects.
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9.5 The type of secondary and tertiary potential
generated and the measures required to ensure
that this potential is used for the development of
the backward area will vary from case to case. In
order to gain some insight, the Committee
decided to undertake an exercise for a specific
project, viz., the Indravati Project in Orissa.

9.6 The Indravati Project in the district of Koraput
in Orissa is a very large hydel project. It is also
an irrigation project irrigating 5.4 lakh acres in
the district of Kalahandi, neighbouring Koraput.
The Committee with the help of the Government
of Orissa and the concerned administrative
departments of that Government has tried to build

up a possible frame for area and people’s devel-

opment on the basis of the potential generated by

the project. The preliminary frame that was

developed out of these discussions is enclosed at

Annexure9.1. This gives broadly a glimpse at the

magnitude of the problem involved. In particular

this pinpoints these aspects of the planning and

implementation process that are important for

tieing up the growth centre’s potential with the

development of the backward area and its

people.

9.7 The construction phase of the project has

many opportunities for suitable entrepreneurs to

avail of the employment and earning opportuni-

ties. The construction itself generates secondary

and tertiary growth in the infrastructure creation

and the service supports required. The summary

discloses that the sectors of opportunity appear to

be:

(a) District employment in the construction
itself for semi-skilled and skilled labour of
various grades and competence;

(b) Large-scale ancillary industrial develop-
ment to supply. materials required for the
construction and for the housing projects
that are part of the project;

(c) Anewroad structure whichwill leadto large
scale traffic movements which itself will
generate opportunities for supporting ser-
vices at various key centres along the road.
These centres in effect become sub-growth
centres;



(d) The induction of alarge working population
eamning wages and salaries at high level in
apoor backward area generates demands for
various consumption goods including veg-
etables, meat, eggs, milk, etc., which can be
supported by an aggressive rural
development programme in the surrounding
areas; and

(¢) The transport and other services give
opportunities to entrepreneurs, particularly
unemployed educated youth to earn a living
by following these opportunities.

9.8 A survey was done of the availability of
various types of semi-skilled and skilled labour
within a radius of 100 miles from the Indravati
Project. The result has been summarised in
Annexure 9.1, The important points that have to
be noted are that (i) the opportunities for even
semi-skilled 1abour like blacksmiths, masons and
carpenters are far in excess of what this area can
at present provide from the existing artisan
groups; and (ii) the estimate only covers the direct
employment inthe project. The secondary growth
in the villages and the new requirements of these
servicesin the villages have not yet been assessed.
A continuous monitoring of demand will have to
be made and steps taken to train the local people
to avail of the opportunities. Thus, besides the
project plan, a large secondary plan for training
of manpower and its absorption has to be made.
The responsibility for doing this must rest with
thedistrict planning centre working in association
with the project.

9.9 Large scale ancillary industrial development
providing materials required for the construction
of the project and for the housing can well be
developed in these backward areas following the
guidelines that have been given in the report of
the Committee on ‘Industrial Dispersal’. These
industries will have to be nurtured from the start
in ensuring the ancillarisation of the demand of
the project. Whatis equally important is keeping
aneyeonwhatcan happen to these industrial units
developed in the backward areas when the project
is no more. The Committee in its report on
‘Industrial Dispersal’ has suggested linking up
the marketing of the goods of the small industry
with the demand that is raised by the State and
various Governmental organisations for regular
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supplies of maintenance goods. This process
should also be started from the beginning when-
ever such a potential for development is created
by large projects.

9.10 The new road structure leads to opportunities
for developing sub-growth centres which them-
selves will then generate secondary and tertiary
employment in the surrounding areas. Such
sub-growth centres where a large number of
people will be gathered will require various
amenities and services. Proper town planning in
the beginning itself for the sub-growth centres
will save a lot of trouble later on. Thus town
planning and town development will have to be
linked up to the growth centre approach. The
urbanisation policy of the govemment stresses the
importance of promoting the development of
small and medium towns. The spin-off effects of
large projects generates a potential for such
development. The district planning centre must
identify these opportunities and provide for them
in the development plan.

9.11 Supply and services for the large population
that will congregate at the project and at the
sub-growth centres will require consumer goods
and various services. Unless there is sufficient
planning of the production of the necessary
consumer goods as far as possible in the sur-
rounding areas and for training people for taking
up the service occupations that are available, the
general experience has been that opportunities are
grabbed by generally more forward people from
other areas of the State or outside, If our interest
is in benefiting the local population and raising
their standard of living, this planning of consumer
goods production, both agriculture and otherwise,
and training people for the services opportunities
must be an essential part of the State contribution
to the development of the backward areas.

9.12 Transport services give a lot of opportunities
for self employment of educated unemployed
youth. These opportunities are of a fairly remu-
nerative kind. Entrepreneur identification, their
training, credit and technical advice that may be
needed have all to be laid down by the State. This
isanother sector of planning whichcannot happen
by just wishing.

9.13 Last but not the least, the development of the
area to be irrigated by the project itself calls for
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tremendous amount of detailed planning of the
opportunities and how to avail of them. Annexure
9.1 gives detailed picture of the location specific
planning required. More detailed work in local-
ising programmes and projects in agriculture and
connected subsidiary occupations will itself
absorb a large number of planning and executing
personnel.

9.14 Agricultural development in the vast areas
that would be imigated will need marketing
facilities, credit transport for moving the surplus
production to outside markets. Unless this is
planned in advance and the facilities are provided,
agricultural development and development of
other subsidiary occupations will not progress
satisfactorily. Thus, another large scale effort at
detailed planning and implementation has to be
taken care of by the State.

9.15 This resume gives some idea of the vast
magnitude of planning and implementation
machinery that a State has to invest in, if large
hydel and irrigation projects are to benefit the
local people. Incidentally, the study will show that
in the higher levels of technology and skill, the
local region cannot possibly supply all the
requirements. Opportunities will have to be
shared by people from other forward areas of the
State itself, The report also shows how forward
planning for induction of students into the various
technical levels and courses and then tying up
with the project requirements, requires very
detailed planning,

9.16 The report of the Indravati Project cannot be
taken as a final say on the magnitude of the
opportunities or of the planning and implemen-
tation process. The State is pursuing the matter in
greater detail by adaptation of the broad features
of the preliminary frame. Whereas the exercise
can give some idea of what is necessary in hydel
and large imrigation projects, the opportunities in
the other types of growth centres may need
different approaches and different sets of disci-
plines. In the following paragraphs some very
broad and general suggestions are offered. Unless
this is followed up by detailed planning for the
individual type of programmes for getting suffi-
cient guidance on the acwal difficulties in
implementation, the parameters will not be clear.
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Industrial Growth Centres

9.17 In the report on ‘Industrial Dispersal’, the
Committee has already given an idea of the
developmental opportunities arising from the
construction and running of the industrial com-
plexes. The Committee has also suggested a
District Planning Unit which will look into these
problems and ensure that the opportunities for
growth are availed of by the surrounding back-
ward areas.

(Ref. Para 929 of the Report on Industrial
Dispersal, NCDBA). Broadly, the requirements
can be identified as:

(a) Opportunities for direct employment in the
construction and operational phase of the
industries that will be located in the indus-
trial complex. A similar strategy to that
followed in Indravati Project may be used.
The principal difference is that the long-
term requirements of skilled labour in the
industrial complex will be more substantial
and will require detailed planning of labour
training. The Committee has dealt with this
aspect in some detail in its Report on
Industrial Dispersal.

(b) A rapidly growing town attracts large
number of people in direct employment in
the industries located there and the sec-
ondary and tertiary growth. This will gen-
erate a large demand for consumer goods
supplies and various domestic services.
Detailed planning has to be done to see that
the demand is sufficiently satisfactorily met
as and when it arises and at the same time,
the people in the area round about get the
opportunity to enter this service field and
also in making supplies to the consumer
requirements from local production.

(c) The educational requirements of an indus-
trial growth centre would be much more
than in a hydel or imrigation project.
Similarly, medical facilities will be of a
higher order. Unless the necessary infra-
structure for both of the right quality is built
up the growth centre will not develop and
hence further development will not take
place.



(d) Transport and communication services will
be tremendously important in an industrial
growth centre.

Growing Urban complexes

9.18 Urban complexes can grow rapidly for a
variety of reasons like the influx of industry, the
growth of administration, the developmentof new
trading and service activities, etc. Town planning
deals with planning the development of urban
complexes. Growing towns are taken up for
planning to ensure that haphazard growth does
not ultimately make development difficult. It is
assumed that town planning and its implemen-
tation will be duly looked after by relevant
planning and development groups. The
development in urban complexes gives opportu-
nities for secondary and tertiary employment and
opportunities for consumer goods supplies. Only
if this planning is done in detail the surrounding
areas can benefit. At present town planning is
usually conceived of only in physical terms like
zoning of land use, laying down of water supply,
sanitation, roads, etc. The economic development
potential of urban complexes is seldom taken into
account systematically. It is necessary that the
economic content of town planning exercises be
strengthened if the objective of benefiting the
local population is to be achieved.
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Raw Material Exploitation (Forests andminerals
and industries based thereon)

9.19 The magnitude of these projects may not, in
many cases, be large except in large mining
programmes and industries based on minerals.
Opportunities for secondary and tertiary sectors
may be limited. But the general experience is that
wherever projects of this nature are developed in
backward areas normally, local people do not get
a look in either for employment or for marketing
their goods at reasonable prices. The linkages
between such projects and opportunities for local
people to avail of them, will need a planning
and implementation organisation. At what level
this will be and what will be the sectors that
will have to be lookedinto willbe highly project
specific.

9.20 Many large projects taken up in backward
arecas have a rehabilitation component for the
displaced population. This is particularly true for
large water resource projects and projects based
on raw material exploitation. The funds provided
in the project for rehabilitation can be used in a
constructive way to promote area development
and to strengthen the linkages between the project
and the surrounding area. The present approach
which sees rchabilitation largely as a matter of
compensation should give way toa more positive
approach which combines rehabilitation of the
displaced families with area development.
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IMPACT OF CULTURE, STATUS OF WOMEN
AND DEMOGRAPHIC BEHAVIOUR

Kumudini Dandekar

This book by Alaka M. Basu, visiting fellow at
the Institute of Economic Growth, Delhi, is a
useful addition to the demographic literature
available for India. It examines the effect of
culture and the status of women on the demo-
graphic behaviour of two groups of women. These
are from North and South India living in the slums
of Delhi. The demographic practices and attitudes
are found to be different in the two groups, the
major part of which can be explained by the
cultural differences envisaged through the status
of women. There are scores of studies in the field
which often lay stress on the demographic atti-
tudes of women affected by socio-economic
variates. But in the presentbook the idea istokeep
the socio-economic variates constant and attrib-
ute the observed differences to cultural ones
affecting the status of women.

With the above objective in view, two samples
of women are chosen in the present study from a
slumcolony in Delhi. In fact these slums represent
many regionsin the country giving across-section
of poor from these regions. The idea in choosing
the slum in Delhi is to closely supervise the
investigational work. The two groups chosen for
the present study live in the same colony of stums
having the same socio-economic circumstances
but different regions of origin. One group of
households is from Tamil Nadu (T.N.) immi-
grants representing South India and the other is
from Uttar Pradesh (U.P.) representing North
India. There is no difference in the public ame-
nities of the two groups sothat they share the same
public utilities and health facilities. They could
use these 10 determine their reproductive beha-
viour, child and infant mortality and physical
well-being.

In spite of such care to keep the two groups in
the same environment, they behave differently
demographically and respond differently to the
facilities offered. These differences in the inter-
action and behaviour are analysed very ably by
the author providing supportive secondary data

for the states and the country besides of course
the primary data from the present micro-study.

To analyse the data in the enquiry and interpret
these, culture is defined in terms of region of
origin and cultural norms are the attitudes and
practices of the two groups. The effect of these
on demographic behaviour is closely examined
and demographic behaviouris defined as fertility,
child mortality and sex differentials in physical
well-being. Status of women through which the
culture acts is defined at three levels, namely, a)
the extent of women’s exposure to the outside
world; b) the extentof their active interaction with
this extra-domestic world; and c) the level of
autonomy in decision-making. The analysis in the
book gives an answer to the question: How do
these affect fertility, child mortality and sex dif-
ferentials in physical well-being.

Withthe above objectivesin view the household
listing was done for the 614 T.N. and 976 U.P.
immigrant households. Data were collected for
each and every member of the household
regarding their socio-economic status, recent
births and deaths. Women’s questionnaire
included information on total fertility history of
all ever-married women below 60 years of age.
The questionnaire was modelled along World
Fertility Survey core questionnaire but it also
included questions on female autonomy and
attitudes and behaviour on matters related to the
position of women. For children less than 12 years
of age their activities, daily routine, school
attendance and work participation were noted.
Finally the heights and weights of female
respondents and of their children below 12 years
of age were recorded. In addition a longitudinal
morbidity survey for six months studiedthe health
status of children under 12 years of age. This was
done on World Health Organisation (1978) lines
and details such as medical care sought, duration
of illness, diet, child-care during illness, the
number of school days missed and other normal
activities were noted. Defecation and urinating
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habits or garbage disposal habits were also
recorded. These gave an idea as to how mothers
with different origins perceived the public utili-
ties offered to them. The longitudinal survey
covered 1,055 children from U.P. and 523 from
T.N. All the usual necessary care for language
differences was taken so that these did not disturb
the reliability or comparability of the data. Usual
field work problems while dealing with interview
methods and dealing with migrants were recog-
nised and tackled.

The slum colony studied stood on 12.4 hectares
of land, with each household given a 25 square
yardsplot and had apopulation of about 1,75,000.
It was a glorified slum with great overcrowding
having some minimum public facilities of water
and toilets. Every household was offered a loan
of Rs 2,000 to build a dwelling. Houses were
poorly ventilated and overcrowded. In such an
atmosphere T.N. women did their business by
selling vadas and dosas. People from every part
of the country clustered here who besides finding
employment in the city did vending, tailoring,
electrical repairs, and small scale manufacturing
of various knickknacks. Uncontrolled expansion
in this colony led to bad hygiene and sanitation.
‘When inside and outside of dwellings were
classified for hygiene at least40 per cent had poor
exterior and 17 per cent had poor interiors.

Though facilities were inadequate, there were
planned schools, hospitals and markets. There
were no private toilets, and public toilets were not
used properly. Besides, the place was distress-
ingly insanitary because garbage was thrown all
over the place. Municipality did not clean the
roads. People did not care where they threw
garbage, though two-thirds of U.P. households
andeighty per centof T.N.onesreported throwing
garbage on the official heap.

Transport facilities provided good connection
with the centre of the city. Cycle rickshaws were
there but these were mostly run by the slum people
for the nearby well-to-do. There were seven dis-
pensaries for 1,75,000 people working at incon-
venient hours and having very inadequate supply
of medicines. There was a 28 bed maternity
hospital for the use of the slum dwellers. Due to
inadequate medical facilities there was a prolif-
eration of private medical practitioners who
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provide medication for 5/10 rupees and that too
mostly injections. There were dais, one for every
500 households.

Educational facilities were impressive on paper.
There were nursery schools, pre-school activities
and free lunch atsuch schools. Still the attendance
was only 50 per cent. For 1,000 population under
integrated child development scheme there was
one anganwadi i.e., pre-school centre providing
supplementary nutrition, immunization, health
check-up services for children under 6 years of
age or for pregnant and nursing women. However
all these facilities were grossly under-utilized
even by working mothers.

The households had migrated to Delhi in search
of employment. But rarely did the South Indian
and never did the North Indian women decide
independently to migrate to Delhi. Migration was
dependenton males. Females accompany if males
are sure to get employment. In the sample under
study T.N. migrants migrated with families and
not as individuals like U.P. migrants. Hence the
sex-ratio i.e., males to 100 females was 103 in
T.N. sample and 140 for U.P. sample. Twenty per
cent U.P. households had no women while T.N.
had only two per cent of such households. While
in T.N. sample such men were widowed or
unmarried, U.P. households without women had
85 per cent men currently married. All these
details threw enormous light on how far the
women in U.P. households were regarded as
important entities.

46 per cent of the women in T.N. households in
the age group 19-59 years were unemployed and
in U.P. 95 per cent women were unemployed. In
the 40+ age group, 41 per cent T.N. women were
widowed, divorced or separated while their
counterpartsin U P. sample were only 14 percent.
U.P. women when without men, would pack uvp
and go back home. Not so the T.N. women. T.N.
women’s migration to Delhi showed relatively
more social and economic independence indi-
cating their stable and permanent migration like
men with whom they moved. In other words, U.P.
women were not as economically motivated to
migrate as South Indian T.N. women, since they
had a different culture with low participation in
the labour force. Besides, they did not consider
economic opportunities attractive. South Indian
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women thought that women had as much
responsibility as the men to work and support the
family.

Life styles and socio-cultural variation in the
two samples showed that T.N. households were
economically worse off having household income
of Rs 832 asagainst Rs 926 in U.P. sample. This
was so even when T.N. women were employed
in much larger numbers. Rooms were less per
household, electricity was less common and
borrowing more common and less percentage had
their own water in T.N. sample. With them even
housing structure was le8s solid. On the other
hand T.N. sample had lower fertility and hence
smallernumber of children butit had larger family
size because of extended families living together.
They had larger number of people who had
crossed 60 years of age and had less ties with their
region of origin. This was probably because T.N.
households migrated as households and not as
individuals. There were 2 earners per household
in T.N.sample and 1.3 earners in U.P. households.

T.N. women seemed different. Eleven per cent
women from U.P. had some education. T.N. had
23 per cent such women. Six per cent U.P. and 65
per cent T.N. women were employed with none
from U.P. and 53 per cent from T.N. working as
domestic servants. Husband’s education was 4.4
years in U.P. and 3.2 years in Tamil Nadu. In the
U.P. sample 85 per cent households had salaried
jobs while their number in the T.N. sample was
59 per cent. Age of women at marriage was 8.9
years and 16.1 years, respectively, in U.P. and
T.N. samples.

T.N. women spent greater part of the day with
cultured atmosphere when working as domestic
servants. When they worked as hawkers selling
vadas and dosas, the activity gave them self
confidence and ability to deal with strangers and
made them important, or main, bread winners in
the family with husband’s uncertain employment.

With mothers remaining away from home for
long hours during the day, as many as 20 per cent
of T.N. children were left with none to look after
them. Probably because of this U.P. children were
taking relatively better advantage of schooling
facilities. But disadvantage in schooling can be
attributed to practical as opposed to intrinsic or
cultural factors. Was language coming in the
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way? Or was it that they did not have their mothers
to send them to school? Tamil women were
exposed to innovation and notions of female
autonomy which reduced birth and deathrates but
did not expose children to education as expected
of them. But the Tamils sent their children to
private schools as also to English medium
schools, perhaps speaking for the quality of
children’s education they expected. It was also
observed that the sex-differential among the
Tamil school-going children was less than thatin
U.P. children. Primary focus in this discussion
was on cultural differences in the two samples.
For instance, in the Tamil households outlook on
women’s time is more important as shown in the
use of gas more among them than in UP.
households (95 per cent as against 82 per cent).
Similarly men helped women in Tamil house-
holdsbut none in U.P. households. So also the sex
differential in male and female children’s help
was more in U.P, households.

Thus when one comes to details there were
infinite differences in the households living in the
same locality and on the same level of poverty.
These led to the consideration of cultural differ-
ences leading to different demographic beha-
viour. Knowledge, attitudes and practices of
women in the area of fertility and health varied.
The position of women that was at the back of this
variation was determined by their exposure to the
outside world, their interaction with it and their
capacity totake decisions in leading a household.

The author is concerned with absolute levels of
women’s position on the demographic variates
and not necessarily their positions relative to men
in their households though they are strongly
connected. Thus the author compares the status
of women in one group relative to those in the
other group. To make decisions on most matters
a lower level of female autonomy in decision
making does imply a greater inequality with
males. Theimportant point that needsstress is that
however advanced and independent the men in
the community are there islittle hope for desirable
changes in the demographic behaviour if the
women do not grow as well.

Leaving aside most powerful factors such as
education and employment one can consider the
influence of literature on culture, or of religion or
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of patriarchal kinship structure or of history of
foreign invasions on the position of women which
affects even the level of education or employ-
ment. However the author’s interest is in terms of
outside exposure, interaction outside and
autonomy the women enjoy. The two most
important factors affecting the position of women
are (a) marriage and kinship pattern and (b)
potential for female employment.

In most northern and southern parts of the
country the family is predominantly patri local
and patriarchal; but because of major differences
in marriage practices between the two regions,
this family structure ends up having profoundly
different implications for day to day or usual
functioning and status of women. Marriage dif-
ferences may reflect ancient differences in the
economy of the tworegions. Northern pattern was
associated with a primarily pastoral economy and,
therefore, required the incorporation of outsiders
to increase its strength, while the southern pattern
was closer to agricultural economy whose

strength lies in bringing closer the already related .

kin. In actual practice, therefore, in the North
village is an exogamous unit for the purpose of
marriage and the whole village is supposed to
have a common ancestor. There is taboo on
marriage to near relations. If a danghter is given
in marriage in a particular village, another
daughter cannot be given in the same village for
the next two generations at least so that a new
bride is thrown in a situation where she cannot
see a single familiar face. She is cut off from her
natal kin and eventually she is supposed to inte-
grate completely with her husband’s household.

Incontrast, in the south, intra-kin marriages and
marriage within a village is allowed. There is a
giveand take of girls between tworelated groups.
Thus the girl often marries among those known
to her. As a consequence, she is not only free in
her new home but has contact with her natal kin.
Such marital pattern has great influence on the
position of married women and their potential for
€COnomic activity.

In the 1987 Paper providing 1981 Census data
regarding the states in India, women in labour
force as main workers were 5 per cent in UP.and
22 per cent from Tamil Nadu. But among the
workers in U.P., 48 per cent were cultivators
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farming their own or rented land so that they did
not get exposed to outside men while only 23 per
cent T.N. women worked in that capacity.InU.P.,
working women worked as agriculwral labourers
in only 35 per cent cases and in T.N. these were
53 per cent. In U.P. households in the present
sample, women were primarily involved in acti-
vities which centred around traditional home-
based feminine skills such as sewing for
exclusively female clientele. In U.P. households
sewing machine was used in 22 per cent homes
while only 8 per cent Tamil homes had it. This
was not because U.P. households were wealthier
but because U.P. women were considered to
follow more respectable occupation of sewing
without exposure outside.

The seclusion was extended to other areas of
life such as seeking medical care or using public
services in general. In a number of ways, Tamil
women secemed to do well in exposure outside.
For instance, having some education, being
gainfully employed, watching T.V.or listening to
the radio regularly, meeting friends in the colony
or outside the colony were more frequently done
by Tamil women. Meeting parents regularly or
going out with husbands was also more frequent
with Tamil women. But not going out with the
husbands was also common with Tamil women
because they were too busy and perhaps they did
not consider their husbands equal. Similarly,
decisions on food expenditure, food distribution,
non-food expenditure or sick child’s treatment
were much more often decided by Tamil women
than U.P. women. And one has to remember that
Tamil women were employed in gainful occu-
pation much more which probably gave them the
capacity and urge to take decisions and lead an
active life. But while comparing Tamil and U.P.
women it seemed that the difference in women’s
position was much more among the uneducated
showing that it was not the education but some-
thing else - call it a status or culture which got
imbibed among women even when they were not
educated.

Fertility differentials are seen to be great both
in the present samples as well as the census data
and it is also seen that the migrants belonging to
the lowest socio-economic levels have higher
fertility than the average for their states of origin.
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However, the first birth interval, i.e., the interval
between the effective marriage and first birth is
shorter for Tamil women than the U.P. women
which could be attributed to the friendly atmo-
sphere in the newly married home because of the
marriage pattern. Due to this marriage pattern
even when young married girls went to their natal
kin they were not totally separated from their
husbands. However the total fertility was less
among Tamil women and they desired less
number of children, less number of sons and even
when women wanted more children, Tamils were
practising spacing methods so that they could
postpone getting children. Among Tamils stop-
ping child bearing with sterilization, or using
non-terminal methods of contraception (their
number threefold compared to U.P. women) was
again more common than among U.P. women.
However, the average birth interval of U.P. and
Tamil women was the same because U.P, women
breast-fed their children much longer and the
practice of modem methods of spacing common
among Tamils was less than a substitute for
breast-feeding. For U.P, women, breast feeding
helped to lengthen the birth interval. That is why
even the rural areas of both the states of origin
had longer birth intervals,

There was a definite cultural difference rather
than biological difference in the two groups of
women. Among Tamils there was a higher pro-
portion of divorced, separated and widowed
women for three reasons. One was the lower
survival of widows of U.P. than of T.N. Second
reason was that T.N. women had higher rate of
separation. Thirdly, after separation or wid-
owhood, T.N. women were more likely to con-
tinue to lead their own life rather than return to
their affinal kin in the village of origin.

Education was found to affect fertility; but
among T.N. women the new norms have spread
touneducated women too, because of more spread
of education affecting the culture of all - the
educated and the non-educated. Because of that,
U.P. women thought 2.16 was the ideal number
of sons to have while T.N. women had 1.69 sons
as the ideal. This son preference may arise out of
economic dependence of north Indian women
with many agricultural activities barred to
women. So also in case of widowhood they had
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to depend on sons. It has been the general
observation that countries with greatest son
preference have the lowest rate of contraceptive
acceptance. More the sex preference, more the
fertility; this phenomenon has been proved by
many demographers. For instance, if South India
had one-son preference and North India had
two-sons preference, then: a) among women with
one child, no North Indian will terminate child-
bearing while 51 per cent South Indians will, b)
with two children, 28 per cent North and 80 per
cent South Indians will cease child bearing, c)
with three children 58 per cent North and 91 per
cent South Indians will stop child-bearing. Sim-
ilar calculations regarding wanting another child
have shown that son-preference has always kept
a higher level of fertility than the other case.

In examining the child mortality, it was
observed, as expected, that lower the age at child
birth higher the mortality. But with higher age at
child birth also child mortality rises giving a
U-shaped curve. Anotherpart of this phenomenon
is that very often women start working later after
initial married years. As aresult, they cannot look
after the children so well in poor conditions and
hence higher mortality is observed, for instance,
in T.N. women.

Considering the birth interval and its relation-
ship to child and infant mortality it was observed
that usual demographic factors do show the
expected relationship with child mortality in the
present study. Two factors however seem
important in the regional differences. These are
sex and parity which exert their influence in quite
different ways. While the sex distribution of
births in the two groups is more or less similar,
the sex pattern of child mortality varies greatly in
the two groups. In the U.P. sample daughters seem
10 die at a much higher rate. As for parity or
fertility, the impact of child mortality is similar
for both groups but fertility levels themselves are
different.

Environmental contamination was another
aspect of child mortality which is considered by
the author in this study. The environment was the
same in the two groups, but the personal habits
differed and these affected child mortality. The
mean number of illnesses in six months studied
was lowerin T.N. than in the U.P. sample. Gastro
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intestinal ailments were more in U.P. sample.
T.N. had better immunization level though dif-
ference was small. Seventy per cent of U.P.
households had pukka housing structure while
less than half of T.N. households had it. This was
probably because of differential priorities rather
than poverty. But higher respiratory illnesses in
T.N. households could be partly due to the poor
housing structure to be faced by Tamil group in
the severe winter of Delhi. But gastrointestinal
ailments could be caused by different waste
disposal habits such as 80 per cent T.N. house-
holds threw their garbage in the official garbage
heap which was disposed by the municipal vans
while only two-thirds U.P. households did it.

Personal habits such as urinating and defecating
near the households were noted in the study, U.P.
girls even at the age of 10-12 years urinated in
51 per cent cases and defecated in 25 per cent
cases, in the space outside their homes. Corre-
sponding percentages were 36 per centand 15 per
centrespectively for T.N. households. Among the
personal habits there was another aspect which is
rarely noted in other studies but was noted in the
present study. Women from U.P. group delayed
breast-feeding immediately after the birth of a
baby for three or more days in 84 per cent cases.
Comresponding percentage among T.N. women
was 54 per cent. This was because of miscon-
ceptions regarding colostrum supposed to be bad
for babies. On the other hand during this interval
only 18 percent U.P. and 30 percent T.N. women
boiled the water they administered to the babies.
This habit exposed U.P. babies much more to
neonatal infections probably raising the death rate
among them. Similarly, the habit of breast feeding
upto 21.4 months among U.P. and 17.4 months
among T.N. mothers was followed by giving
solids to babies from the age of 12.8 months
among U.P. and 9.6 months among T.N. mothers.
This latter habit was healthier for Tamil babies.
But once the solids were started the diet pattern
for T.N. children was worse off than for UP.
Custom seems to be the main culprit for delete-
rious dietary practices.

According to the well known nutritionist Dr.
Gopalan, there is severe protein-calorie-
malnutrition in South India, W. Bengal and Orissa
than the rest of the country where there is only
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one staple food rather than two. In T.N. there may
be more non-vegetarians but non-vegetarian food
being more costly they obtain less protein than
predominantly vegetarian, North India getting
protein from pulses. But leaving this, Tamil
women were more amenable to change if a piece
of information was passed on to them. For
instance, Tamil women were difficult to contact
because they were busy working, forthe first dose
of immunization. But once contacted they did not
recoil like U.P. women (because of fever or other
reaction) and continued to complete the immu-
nization process. Similarly once informed of the
advantages of starting breast feeding on the first
day of birth, 40 per cent young T.N. women were
amenable to start breast feeding the same day of
delivery. Though malnutrition was more severe
among T.N. children (defined weight for age,
height for age or weight for height) the deathrate
of these children was distinctly lower. As for
hospital facilities, T.N. women took three times
more advantage for deliveries than U.P. women
who clung to home delivery. A similar Registrar
General’s child mortality survey for the states
indicated that 94 per cent births in U.P. state were
delivered by untrained dais and SOper centin T.N.
Butimmunization, hospitalization of birth, breast
feeding from the first day, using boiled water for
the babies, all these reduced child mortality not
onlyamong educated butevenamong uneducated
mothers in the T.N. sample. In certain ways these
uneducated mothers were superior even to the
educated women from U.P. sample. This brings
out one fact boldly. It is not the variations in the
socio-economic background which are respon-
sible for regional differentials in child mortality
and it is the cultural identity independently and
powerfully determining the mortality among
children.

A very unpredictable relation between
employment and child loss was observed.
Working women have more child loss. This isalso
seen in various states in Registrar General's
survey in child mortality in 1979. This sounds
unpredictable because withemployment amother
has economic independence and, as many studies
have shown, with increase in income by female
employment, always more is spent for child
welfare. This leads to closer examination of child
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care variable for children of working women. It
is observed that in the South and in T.N. the
number of children with nobody to look after is
larger. Acmally, with women’s employment,
access to knowledge about better child-rearing
practices is more common and there is greater
confidence in translating this knowledge into
behaviour. Butit is probably poverty to get proper
help to mind the children that goes against
working women from poor classes.

In short, it has been found that cultural back-
ground influences demographic behaviour in
large measure through its intermediate influence
on the position of women. The irony is that
women who suffer from lower status are so aware
of it that they themselves firstdiscriminate among
their children and neglect daughters causing great
sex differential among death rates as well as in
the physical well being, by sex. Being aware of
their economic and social worthlessness, the U.P.
mothers cause the tragic sex-ratio of child deaths
(Females/Males) of 8.2 for U.P. sample while for
T.N. children it is near unity. This resultedin 111
child deaths in U.P. sample per 100 deaths in
Tamil Nadu. This figure of 111 will be more if
one takes into account the under-reporting of dead
daughters.

For any study to be fruitful there has to be a
policy relevance. In the present case it is amply
clear that administrative policies to influence the
demographic behaviour of the public cannot
afford to be culture blind. It is fine to have a
centrally funded programme (such as family
planning) but the actual content of the programme
needs to be made flexible to suit local realities.
One need not imagine that standardized services
or pushing for economic growth will automati-
cally change the demographic behaviour of peo-
ple. Economic growth is one important way of
changing women’s statas and demographic
behaviour. But to seek more results, the present
book suggests that economic growth needs some
non-economic help too.

There has tobe a culture-specific approach. For
instance, inNorth Indiahealth serviceseven when
offered would not be utilized by women and their
daughters who avoid exposure outside. So some
special care has to be provided to them until their

IMPACT OF CULTURE, STATUS OF WOMEN AND DEMOGRAPHIC BEHAVIOUR

culture changes. Development of good domicil-
iary services for antenatal care and child-birth is
necessary for women brought up in North Indian
culture. There is a strong tradition of home
deliveries especially in the North and this should
be exploited by the health-care system. The
financial savings caused by fewer hospital births
can be channeled into relatively greater invest-
ments in midwives and female medical staff for
North India. This will lead to increased medical
care of women and female children. Similarly,
women do not use public taps and toilets and
hence expenditure is wasted, as noticed inthe U.P.
sample. Hence the sanitation also isnot improved.
Women take bath with clothes on in odd places
toavoid public gaze. Could secluded public baths
be provided?

There may be advantages in co-education. But
there is présently segregation of girls from boys
and that should continue for some time, otherwise
the drop-out rate of females will increase.

There also seemed the tendency to go to a
private medical practitioner (especially among
the South Indian women who were mostly
working) because of the inconvenient timings of
the Government doctors in public dispensaries.
This suggests that the working times of doctors
should be suitable to most women nearby. So also
there should be more female staff in the govemn-
ment dispensaries. There was found great faithin
the medication among both the sample groups.
This could be better utilized to promote good
health so that one need not wait for education or
other socio-economic traits changing the women
to utilize health facilities. In this matter public
facilities laid stress on immunization. But
immunization is only one aspect of prevention
that the health system needsto concem itself with.
The dissemination of information and education
on health related matters is another equally
important aspect which seems somehow left out
at present. This was demonstrated well by the
misconceptions regarding colostrum considered
bad for a baby, or use of castor oil to flush the
new-born baby’s digestive system by mothers.
Women wrongly thought, that a newly born child
needed less medical attention than an ill older
child, or that in a bout of diarrhoea, the liquid

intake should be drastically reduced. If women
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are better informed on these matters education
should become less important a determinant of
health. The health-care system should have better
communication with people especially those who
have no other source of information, such as
uneducated, unemployed or physically secluded.
One cannot easily change the cultural background
or women’s position. What can be manipulated
are some of the links in the chain between regional
backgrounds and demographic behaviour and
most importantly female education and employ-
ment levels. In the samples observed, education
tended to lower fertility and child mortality but
increased sex differentials as in U.P. On the other
hand, employment level lowered fertility and sex
differentials in child mortality but increased the
overall level of child mortality. This confuses
one; but education seems tobe important because,
if employment is due to better education than due
to pressure of poverty, the child-care will not
suffer and mortality will not increase with
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increasing employment level.

After all this discussion one may argue - how
far do the migrants represent the states of origin?
Migrants, of course, are likely to be different. But
their wives were not necessarily migration-
oriented. They moved along with their husbands.
Moreover both the groups were comparable
because both wives’ groups were near about 19
years of age when they migrated. Both were in
Dethi for about 12/13 years. Further, when
exposed to innovation, their reactions are noted
in this study illustrating how culture differentials
affect demographic behaviour, What is more
important is not statistical representation but
approach to the problem of analysing differen-
tials.

To conclude: the status of women has an
important bearing on the quality of life, length of
life and sex-differentials in mortality and physical
well-being. This subject has been oft-repeated but
the approach of this book is entirely new.



REVIEW ARTICLE*

THE UNRELIABLE LAW OF STATE LIABILITY IN INDIA

Suneeti Rao

Liability is a nebulous term in law, it is defined
and redefined by the courts several times. Gen-
erally anybody who committed a wrong is liable
or responsible for the harm caused by that wrong
and the burden of providing remedy for it natu-
rally lies on the wrong-doer. Liability is thus a
necessary bond between the wrong-doer and the
remedy for the wrong committed. Originally the
wrong-doer had to make good the loss suffered
by others as a result of his wrong, only if he was
at fault. He was believed to be at fault, if he
entertained malice or evil intention and so caused
the harm. Gradually courts made the wrong-doer
pay damages for his reckless or negligent deeds,
even when he had no intention to cause harm.
Now, the courts have developed the principle of
strict liability, according to which, any deed
resulting in unreasonable interference with
another person’s interest must be compensated,
whether the doer’s doing (action) is reasonable or
unreasonable. Thus courts have attempted to
rationally develop the concept of duty of care
vis-a-vis liability. The principle of risk is the
jurisprudential basis for liability without fault.
Foresecability of harm being caused by the action
or its omission, proximity between the doer and
the sufferer of that wrong, voluntary assumption
of responsibility, such as promise, choice, etc.,
and reliance are some of the aspects of the duty
of care. Thiskind of liability is designated as civil
liability and is distinguished from criminal
liability.}

The book under review gives an interesting
account of the liability of one particular wrong-
doer, viz., the state. It traces the origin and history
of the concept of stateliability in various countries
and deals with itexhaustively in the case of India.
Threetypes of liability is generally attached to the
state; 1) liability in tort, (a tort is a breach of duty
or obligation imposed by law, which results in
damage to the person wronged, possibly unde-
sired and unintended by the wrong-doer; it is a
civil wrong. There are various kinds of torts, for
example,a tortof negligence, i.e., a breach of duty

to take care, a tort of defamation, i.e., commu-
nication to a third party of matter which is likely
to adversely affect a person’s reputation, etc.);
2) liability in contract; and 3) liability arising
under the statutory provisions made by the state
itself, statutory liability under, for instance, taxing
or penal laws of the land. The author has, how-
ever, not adopted this conceptual approach in his
perception of state liability. His treatment is not
subjectwise, split into state’s liability in tort
(tortious liability), contractual Hability and stat-
utory liability. On the contrary, his discourse is
geographical and chronological, i.e., countrywise
and then period-wise.

The book is divided into five parts which are
further split into ten chapters. In addition, it has
a foreword, a preface and an introduction that
summarisesits contents. The authorexplains here
the reasons and the occasion for bringing out this
treatise. He was greatly disturbed by the judgment
of the Supreme Court in Kasturi Lal's case
(Kasturi Lal v State of U.P., AIR 1965 SC 1039)
where an innocent citizen, Ratia Ram, was
deprived of his gold by a state employee, a police
head constable, and yet the law had no remedy
for the wrong he suffered. The author felt there
was ‘something basically wrong in our legal
system’ (p. xix). His deep anguish prompted him
to work on this study which he dedicates, befit-
tingly, to the suffering victims of state wrongs.

The first part, ‘State, Individual and the Law’,
delineates, in brief, on the emergence of the
welfare state from the laissez-faire system. The
liability of the state emanates when the state, in
addition to its sovereign functions, undertakes
non-sovereign functions for the welfare of the
people, such as providing public utilities, con-
trolling the production line through standardisa-
tion in the field of food and drugs or licensing for
the manufacture of certain products, etc. The state
is then naturally treated by courts as any other
individual, without its shield of sovereign
immunity. A line of distinction is, however,
drawn between the sovereign and non-sovereign
functions of the state and liability for damage
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caused by the latter is squarely placed on the state,
because the commercial, industrial and develop-
mental activities of the state and its instrumen-
wlities are not different from those of private
enterprises.

Along with the welfare state the doctrine of
vicarious liability gained ground concurrently.
This doctrine states: A is liable to C for B’s
conduct, for instance, an employer s liable for the
wrongs committed by his/her employees because
the employer has control over his employee’s
activities, is benefitted by them, has chosen
negligently a wrong doer as his employee, has
indulged in the luxury of getting his work done
through his employee instead of doing it himself
and hence must pay for this indulgence, and so
on. Of all such reasons justifying the doctrine of
vicarious liability, the most rational and suitable
for the contemporary times is the theory of loss
distribution. Employers today are normally not
individuals but substantial enterprises or under-
takings. They delimit through insurance their
liability for the wrongs of their employees for a
specified period. Further, the cost of insurance
(premiumy) is passed on to the customers to whom
they sell their products or services and thus the
cost of liability is spread out thinly over a large
number of people. Insurance also allays their fear
of economic ruin, and simultaneously, guarantees
the victim that funds would be available to
compensate him. Moreover, there is the possi-
bility of profitable business for the insurer.

One of the lacunae of the present study is that
the complexities of contemporary, complex,
integrated economic organisations, like the main
branch or head-office with several branches
throughout the world, or a company with sub-
sidiaries as well as sub-subsidiaries or ancillary
units and sub-contractors supplying parts to the
main manufacturing firm, etc., are ignored.
Again, the legal responsibility (liability) is placed
on the owner of the firm which was normally a
single legal identity or personality in days
gone-by. Today it is no longer so. Courts gener-
ally take the view that legal responsibility may be
ascribed to that firm which has ownership of 51
per cent of shares, authority and control. Further,
the radically changing nature of the contract of
employment makes it difficult to ascribe to the
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employer the vicarious liability for his
employee’s wrongs. There are now such atypical,
flexible employees as part-time employees,
retainees, agents, service contractors, casual
workers, temporary employees, and abroad, even
flexi-workers and homeworkers, who depart
drastically from the stable or permanent, full-
time, regularemployees. Such complex economic
organisations are occasionally nationalised or
established right from inception in the public
sector. In such public sector enterprises, the legal
responsibility of the state for their employees’
wrongs poses challenging problems which are not
dealt with by the author.

State Liability in the UK, the USA and France

The second part deals with the state liability in
the UK., the U.S.A. and France. In the U.K. the
rule of law has been the cardinal principle of
governance. It implies ‘equality before law’ and
‘equal subjection of all classes to the ordinary law
of the land administered by the ordinary courts’.
Yet, upto 1947, two ancient prerogatives of the
state, 1) - the king can do no wrong, and 2) - the

king cannot be sued in his own court, offered the

state immunity from suits for damages for the
wrongs committed by it. The Crown Proceedings
Act, 1947, is the culmination of a long struggle
for making the king pay for his wrongs. The
author has brought out the history of this struggle
very succinctly. He has also discussed the pro-
visions of the Actand how the British courtshave
interpreted them in various cases. The term
‘Crown’, says the author, is a collective term for
all those who enjoy Crown status, thatis, all those
who are appointed directly or indirectly by the
Crown and who are paid for their duties from the
state funds. However, certain employees of the
Crown, such as judges and magistrates, enjoy
immunity both substantial and procedural.’ The
transgressions committed by them in the per-
formance of their judicial functions do not render
the Crown liable. But there are certain statules
which place liability on the employees of the
Crown for wrongs committed by them even while
performing their official dutes, e.g., the Police
Act, 1964, holds the chief constable responsible
for an unlawful arrest or malicious prosecution
by a constable. Similarly, the Land Transfer Act,
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1897, which made registration of title to land
compulsory, provided for an insurance fund. It
was utilised for compensating any loss tocitizens,
caused due to a mistake in the land register. By
the Land Registration and Land Charges Act,
1971, this fund was abolished but since then the
British Parliament provides for the payment of
such compensation. The author, for his own
reasons, has not referred to this genre of state
liability.

The Crown Proceedings Act, 1947, subjects the
Crown ‘to all those liabilities in tort to which ...
a private person of full age and capacity’ would
be subjected. The Crown is made liable for most
of the torts or civil wrongs, such as negligence
both at planning as well as operational level,
trespass, nuisance, and breach of statutory duty,
though not for every breach of statutory duty. The
Crown also enjoys the privilege of not disclosing
certain classified confidential documents in
publicinterest, although the courtshave the power
of inspecting them. They decide whether the
disclosure would harm public interest and
whether, therefore, they should not be disclosed.

The next chapter is devoted to the discussion of
the state liability in the U.S. That the feudal
prerogative of the doctrine of sovereign immunity
should have been accepted and faithfully fol-
lowed in the U.S. is, indeed, a mystery but it was
introduced in the Constitution by the Eleventh
Amendment in 1798. The author points out that -
only the ‘twentieth century saw a gradual
movement from State irresponsibility to State
responsibility’ (p. 71), and in 1946 came the
Federal Tort Claims Act (FTCA). As the title
makes it clear, the Act is limited to the liability
of the federal government alone and contains
thirteen explicit exceptions, for example, torts
committed in discharging discretionary and spe-
cific administrative functions like loss or mis-
carriage of letters, assessment or collection of
taxes and customs duties. Several intentional or
wilful torts, too, were excluded. For example,
courts are not to entertain claims against the state
‘arising out of assault, battery, false imprison-
ment, false arrest, malicious prosecution, abuse
of process, libel, slander, misrepresentation,
deceit, or interference with contract rights’ (p.
75). Yetasthe author has quoted from Davis, *...of
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all deserving tort claims against federal, state and
local governmental units, probably far more are
paid today than are unpaid” (p. 87). The reason,
as pointed out by Davis is that the payment of tort
claims by the various governmental units is
governed only in part by general statutes, like the
FTCA, 1946. In addition to such statutes are: (i)
private enactments that allow compensation as a
matter of grace- ex-gracia payments; (ii) special
or limited piecemeal public legislation, say, the
law regarding workmen’s compensation for state
employees; (iii) laws imposing on the state indi-
rect liability through such means as insurance or
indemnification of public employees; and (iv) the
judge-made doctrine regarding liability of the

governmental units in their non-sovereign, pro-

prietary functions (p. 88). Obviously, political

priorities and exigencies compel governments all

over the world to compensate.

The author narrates as illustrations a few
interesting cases, €.g., in 1947 a ship loaded with
amonium nitrate fertilizer exploded and caused a
disaster resulting in many deaths and much
destruction in Texas city, The Supreme Court
rejected the claim of two hundred million dollars
under the FTCA. The American Congress, how-
ever accepted the liability for damages on the
ground that the U.S. government allowed
introduction of an inherently hazardous explosive
into commercial transactions without proper
safeguards and wamings and passed a special
statute for paying the damages. Surprisingly, the
Congress never thought of amending FTCA,
1946, for this purpose. The Act was, nevertheless,
amended in 1974 to hold the state liable for such
wrongs as assault, battery, false imprisonment,
false arrest, malicious prosecution and abuse of
process committed by law enforcement officers
(fn. 253, p. 103). In the words of Street, as
mentioned by the author, though the FTCA aims
atassimilating ‘the subject (i.e., the citizen) suing
the State and the subject suing fellow citizens as
far as reasonably practicable, the assimilation is
far from complete’ (p. 94).

The second part concludes with the discussion
on the state liability in France. Of all the three
foreign countries mentioned in this monograph,
state liability in France should have been studied
in depth since, as the author himself admits, the
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French system of state liability is more advanced
than the Anglo-American one. ‘Today le droit
administratif (French Administrative Law)
presents itself to the world as a fully developed
system of administrative liability, far beyond
anything thus far evolved in the common law
world ... a better and balanced system of State
responsibility’ (p. 104). Yet it receives the least
attention in the volume.

A few of the main reasons for the better growth
of the principle of state liability in France are: 1)
replacing the doctrine of sovereign immunity of
the state by the maxim that the ‘state can do
wrong’ and, as an honest person, will seek to
repair damages (the French Revolution played a
significant role in this); and 2) separation of
judicial and administrative authorities. The
Counseil d Etat was not bound by any civil law.
Consequently it innovated and developed its own
principles of state liability; first it established a
distinction between service fault and personal
fault and asked the state to pay damages in all
cases of service faults whereas in the case of
personal faults, the aggrieved party had to sue the
officialat fault ina civil court. However in certain
cases there is a cumul, a French term for combi-
nation of both types of faults; so the principle has
been evolved: ‘the fault may be severable from
the service ...; butthe service is not severable from
the fault’, if the service has provided the condi-
tions for the commission of the fault (p. 109). The
most appropriate illustration of this principle is
that of a government official using a state-owned
vehicle for his private, unauthorised trip and
causing injury to some victim/s by his negligent
driving. Not only the official in his personal
capacity but the state, too, is made liable to pay
damages. Thus the negligentemployee of the state
and the administration both jointly pay damages.

In addition to the liability of the state for the
faults of its employees, the state is also expected
to shoulder the burden of absolute liability, that
is, liability without fault. The activity of the state
is carried on in the interest of the entire commu-
nity. If such activity results in damage to a
particular individual, the state should make
redress, whether or not there is a fault committed
by the public officers concemed. The state is, in
some ways, an insurer of what is often called
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social risk (Pp. 111-112). The anthor points out
the following five kinds of risks, where the state,
generally, accepts responsibility for damage.

1) Risk due to dangerous operations or risk in the
neighbourhood,

2) Risk out of employment,

3) Risk due to certain judicial acts and their
execution,

4) Risk due to legislative acts,

5) Risk in cases of statutory liability.

Perhaps a more profound rationale for state
liability without fault is the principle of equality
of all citizens in bearing public burden. This
principle, as the author quotes from Brown and
Gamer, is founded in the declaration of the Rights
of Man.

At the end of each of the three chapters of the
second part, the author critically assays the state
liability in tort in the three countries, as estab-
lished through various legislative provisions and
judicial precedents. He reflects that the concept
of tortious liability of the state has been, no doubt,
developed boldly in Francerather thanin England
or the U.S., yet there are certain demerits in the
Frenchsystem too, suchas competing jurisdiction
of the specialized administrative courts and civil
courts and slow procedures leading to delayed
justice. While the appraisal compiles the views of
such authorities in Administrative Law, as Street,
Treital, Hogg, Bemard Schwarz, HW.R. Wade,
etc., there is very little of his own evaluation.
There is no reference to the developments after
England and France accepted the jurisdiction of
the European Court of Justice or to the significant
shifts brought about in the concept of state
liability in Human Rights, protection of whichis
made obligatory by international conventions.

State Liability in India Before Independence

The third part of the volume with four chapters
is devoted to the discussion on state liability in
India chronologically. The first two chapters deal
with state liability in Pre-British India, and British
India while the next two chapters delve into state
liability under the Constitution.

The first chapter in the third part is further
divided into sections A, B and C; section A
examines state liability in ancient India, B in the
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medieval period and C under the East India
Company rule.

In ancient India state liability was, in practice,
synonymous with the king’s liability as in the
UK.; but theoretically the British maxim, Lex
non potest peccare, i.c., the king can dono wrong,
was not acceptable to Hindu legal system. Man-
usmriti prescribes thousand Karshapana fine for
the king for any fault on his part, as against only
one Karshapana for the common man for the
same fault (p. 125). The author also supports this
view with quotations from the Jataka and Kal-
hana’s Rajtarangini. During the Vedic period
kingship was a purely secular institution, It was
only during the Brahmana period that, under the
sway of religious ideas, Agni, Savitar and Bri-
haspati were believed to enter the person of the
king, through ablution at coronation. Smritis and
Puranas confirmed the belief in the divinity of
the king. However, it did not confer infallibility
on the king (p. 127). Mahabharata explains
exhaustively notonly the originand development
ofthe state butalso the duty of the king to maintain
the rule of law - Dharma, a ‘Sanskrit expression
of very wide import with, perhaps, no corre-
sponding word in any other language’ (p. 127).
In spite of such ideological supremacy of law
being the basic tenet of ancient Indian civilisation,
the author points out F.S. Nariman’s observation
to the contrary, that in ‘ancient and medieval
India, the question whether the king or his min-
isters were liable for their acts to a private indi-
vidual was an impertinent one - the query would
have been regarded by those in authority as
treasonable and in extremely poor taste’ (p. 128).
The author observes that the belief that Dharma
(law) was mightier than the king was eroded after
the Dharmashastra period (i.e., between 1000
B.C. and 300 B.C.). But the sanctity of property
was respected. Manusmriti, Naradsmriti, Yady-
navalkyasmriti and Kautilya’s Arthashastra all
speak of the liability of the king and his officers
to compensate the victim out of the king’s trea-
sure, if the stolen property was not restored. Still
more stringent measures were prescribed, if any
of the king’s officials resorted to corrupt practices
which deprived a citizen of his property. This
indicates that the concept of vicarious liability of
the master was well-developed during this period.
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He was held liable, both civilly and criminally,
for his servant’s acts performed during the course
of his employment and for the master’s benefit.
This can be confirmed from such expressions as
apradhnuyut (both civil and criminal liability of
the master for his servant’s wrongs) and viniy-
uktah (wrong committed by the servant during
the course of his employment) found in
Brihaspatismriti.

Section B of this chapter (ch. 5 of part I1I) deals
with the medieval period when India was under
the Islamic rule. Like Hindu law the Islamic law
100, placed the authority of the king subordinate
to that of law - the sacred law of Quran. The
Islamic polity was founded on the conception of
shar (Islamic or Mohammedanlaw) whichtreated
the ruler and the ruled equally. But the institution
of the state and that of the king were gradually
unified, and during the Moghul period the sweet
will of the absolute ruler of the state rather than
any rule of law became the final word in all
matters. Consequently, only a few instances of
the state being held accountable for the wrongs
committed either by the king or his servants are
found recorded in history.

Section C of this chapter surveys the period
when India was slowly conquered by the British.
The author divides the history of British authority
in India into three periods: 1) the Charter or
trading period, from 1600 to 1764; 2) the double
(dual) government period, from 1765t01857;and
3) the Crown period from 1858 to 1946. In this
section C the author covers only the first two
periods.

(1) The Charter or trading period: In spite of
more and more political powers conferred on the
East IndiaCompany through various Charters, the
Company as well as its officers or merchants
‘were never exonerated from the liability
attaching to every subject of the Crown’ (p. 134).
The common law as well as several statutes
provided for actions to be brought to the Mayor’s
courts against the Company for the torts and
trespasses committed in India by the servants of
the company. Unfortunately there is no recorded
evidence in the form of authentic law reports of
any such cases decided by Mayor’s courts. The
first set of law reports was compiled only after

1829 (fn. 53, p. 143).
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(2) The double (dual) government period: This
period, beginning from 1765, ushered in the
territorial sovereignty of the East India Company.
There existed, however, a system of dual gov-
ernment under which the responsibility of main-
taining law and order through courts of law was
shouldered by Indian Nabobs while the authority,
i.e., complete control over the revenues and full
power of maintaining its armed forces, was
savoured by the British.

The Bengal Regulation Act, 1793, provided for
the vicarious liability of the East India Company
for torts of its employees. According to the
Charter Act, 1833, the compensation was to be
paid from the revenues of India (p. 137). Yetthese
Acts were passed by the. British Parliament
mainly to gain control over the Company and not
for bestowing legal rights on Indian subjects/ci-
tizens. It is interesting to note how the courts
determined the liability of the state in the various
cases brought before them during this period. In
1758, in Moodalay v The East India Company it
was held that the common law doctrine of sov-
ereign immunity, that the king can do no wrong,
was not applicable to disputes in India and that,
although the Company had rights as a sovereign
power, it had also duties as individuals. The
Company succeeded in claiming sovereign
immunity in 1793 in Nabob of Carnatic v The
East India Company since the subject-matter of
the suit was a matter of political treaty between
the Nabob and the Company. Hence the Company
had acted throughout the transaction in its polit-
ical, sovereign capacity.

In 1840, the judiciary determined that the
Company was liable to pay damages for its
officials’ arbitrary acts of trespass and other civil
wrongs even when such acts were committed in
its political, sovereign capacity, as long as such
acts were authorised or ratified or adopted by the
Company. The principle of law established here
was that there was no distinction between acts
performed or authorised by the Company in its
political, sovereign capacity and those in its
commercial capacity.

The next chapter (ch. 6) throws light on the
concept of state liability inIndia during the period
when she was governed directly by the British
Crown (1858-1946). Under the Government of
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India Act, 1858, the Secretary of State or other
members of the Council of India were not per-
sonally responsible to compensate for their or
their officials’ wrong acts but the damages and
costs of any suits were to be paid from the
revenues of India. Again, section 32 of this Act
declared that their liability was the same as that
of the East India Company before 1858. Because
of this section, and also because of section 65 of
the Act, the then legislatures of India were
restrained from legislating any law that would
have accorded the government any sovereign
immunity. Section 41(b) of the Act IV of 1898
(Burma) tried to take away the jurisdiction of civil
courts to decide a claim to any right over land
against the government. But the Privy Council
held it ultra vires, i.e., invalid as it contravened
section 65 of the Government of India Act, 1858
(p. 149). Hence section 176(1) was included in
the Government of India Act, 1935, to enable
Indian legislatures, both federal and provincial,
to make laws restricting Indian subjects’ right to
sue the state. This position was maintained till the
Constitution came into force.

Of the judgments on state liability rendered
during this period, the most remarkable one,
which the author calls ‘historic’, is Peninsular
and Steam Navigation Company v The Secretary
of StateforIndia. It was held inthis case that there
was a clear-cut distinction between tortious
(wrong) acts performed by the state in exercise of
its sovereign powers, i.e., powers which cannot
be lawfully exercised except by a sovereign, and
such acts in the nature of private business per-
formed as by any private individuals. The state is
liable to pay compensation for the latter type and
not for the formerkind. The authorfurther stresses
the ratio, the guiding principle of law evolved in
the judgment, to be followed as precedent in
future such cases, that the wrongful acts of the
state, for which the state is not bound to pay
compensation, comprise only three types of
activities: acts of State, military operations and
judicial functions; they are the truly sovereign
activities (Pp. 153-154). The author reiterates the
‘act of state’ doctrine, defined by Fletcher
Moulton, L.J., as early as in 1906 as follows: ‘An
act of State is essentially an exercise of sovereign
power and hencecannot be challenged, controlled
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or interfered with by municipal courts. Its sanc-
tion is not thatof law, but that of sovereign power’
(p. 257). Thusitis an executive act, performed as
a matter of policy in the course of its relations
withanother state, including its relations with the
subjects of that state, e.g., acts resulting from 1)
declaration of war; 2) making of peace; 3) treaty
of cession; 4)recognition of foreign government;
5) annexation of territory; etc. (p. 258). Unfor-
tunately, however, there were some instances of
misinterpretation, when it was held ‘that state
Liability would extend enly where there was some
profit (accrued) to the Government out of the
alleged tortious act’. All the rest were sovereign
acts of state, not to be questioned in a municipal
court. One particular case, Etti v The Secretary of
State, mentioned by the author (p. 159) is of
significance even today, although decided in
1939. The plaintiff’s three days old son was
admitted to a government hospital for treatment
and when cured, he was informed that the infant
had been taken away by some one else. The
plaintiff alleged that the loss of his son was due

to the negligence of the hospital authorities. But

his claim was rejected by the court on the ground

that since the hospital was maintained for the

benefit of the public at the expense of public

revenues, it was ‘a proper function of Govern-

ment’, a sovereign function. Hence the Secretary

of State was ‘not liable for the tort of his servants

employed in the hospital’.

Even the recent legislation like the Consumer
Protection Act, 1986, as amended in 1993,
excludes state-run hospitals from the liability to
pay compensation for their staff’s negligence in
their patients’ treatment; and here state-run hos-
pitals include those maintained and managed by
municipal or other local self-government
authorities. Private medical practitioners are,
however, covered by this Act and patients can sue
for compensation if the medical treatment given
to them was deficient due to negligence. This
unfortunately reveals the colonial hang-over.

Othéer grounds devised by the state to reject
claims for compensation are as follows: 1) the
alleged tortious (wrong) acts being neither
ordered nor ratified by the government; or 2) they
being performed in the execution of statutory
authority under sanction of municipal law. The

THE UNRELIABLE LAW OF STATE LIABILITY IN INDIA

787

authorthen alludes toF.S. Nariman's [1971] view
that: while the Government of India could be sued
in all cases, where the East India Company was
liable to be sued, some of the English judges in
India engrafted an exception - the Government of
India could not be sued in the municipal courts
for the wrongs committed in the exercise of
sovereign powers of the government. This
exception was not justified by any act of Parlia-
ment or by the law in force in India. It was a
judge-made adaptation and was not applied
uniformly by all the judges. Hence arose the
confusion (Pp. 163-164), and the author finally
infers: the sovereign and non-sovereign quagmire
has long plagued the law of the country and a
comparative study of the cases shows an irrec-
oncilable conflict. The absurdity of the classifi-
cation is increased when sovereign and
non-sovereign characteristics of an activity are
mixed as in modern times (Pp. 173-174).

State Liability Under the Constitution

This chapter is perhaps the sine-qua-non of this
study. Consequently the author allocates the
maximum number of pages, scventy-eight pages
to it, It is divided into four parts;

A) General, B) The two judicial approaches,
C) The Supreme Court’s twin decisions, and
D) Wider view of state liability: Modern judicial
activism.,

Part A elaborates the history of Article 300 of
the Constitution of India, which deals with state
liability under the Constitution. The author traces
its genesis to section 10 of the Charter of 1833,
which was replaced with minor amendments in
various legislations, such as, section 65 of the
Government of India Act, 1858, section 32(2) of
the Government of India Act, 1915, as amended
by the Government of India Act, 1919, and section
176(1) of the Governmentof India Act, 1935. He
then sketches the evolution of the Article in the
Constituent Assembly - clause 214 of the Draft
Constitution, Draft Article 274 of the Constitution
and eventually, the present Article 300 of the
Constitution (Pp. 179-180). However, the same
‘refer back’ approach of the British rulers was
adopted in all these transitions, whereby the
previous legal status remained unaltered. This is
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indicated clearly by the wording of the Article,
for instance, ‘in the like cases as the Dominion of
India’; ‘if this Constitution had not been enacted’;
etc. (Pp. 181-184).

There are three parts in Article 300. The first
deals with nomenclature of the parties to a suit
against the state. The second defines the extent of
liability and the third makes the above provision
subject to any amendment by either the Parlia-
ment or a state legislature. The author quotes
numerous interpretations of the wording of the
Article from almost all the relevant judgements,
States formerly under the rule of Indian princes
still pose a problem; since the liability of the
succeeding state cannot be greater than that of its
predecessor state, the law as laid down under the
Constitution applies only to British India and not
where Indian princes ruled formerly. The author
regrets that such disparity should create an
anomaly in law and recommends its immediate
removal through appropriate legislation (Pp.
185-187).

Part B of the chapter acquaints the reader with
the two divergent attitudes adopted by the courts
in the matter of state’s tortious liability in trans-
actions of sovereign nature. One view is that the
state is not accountable for any damages for all
its sovereign activities. The other approach
favours further division of such activities into two
categories, viz., 1) acts of state falling within the
sphere of foreign affairs, defence and public
administration described inEngland as the state’s
prerogatives and for which the state enjoys
absolute immunity; and 2) acts performed under
the sanction of municipal law or under statutory
obligation, say, acts of detention or arrest by
police, seizure of goous, eic. i the state commits
wrongs while performing such acis it is liabie to
pay damages. Decisions regarding state liability
where the state carries out socio-economic and
welfare activities, such as postal and railway
services, medical relief, building reservoirs, etc.,
are reviewed. The author, in addition, lists a few
guidelines for determining what constitutes the
tortious liability of the state, as laid down by the
full bench of the Punjab High Court in Bakshi
Amrik Singh v Union of India (Pp. 211-212).
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Nevertheless he concludes the part by com-
menting that the archaic conundrum of the sov-
ereign functions of the state has not been
satisfactorily disposed of by this judgment.

It, however, seems strange that the author does
not refer to recent special legislations enacted for
the purpose of paying damages to the aggrieved
for the lapses on the part of the state employees
engaged in welfare activities, like the Railway
Claims Tribunals Act, 1987, which has such
special features. Similarly the author sometimes
uses misleading titles; e.g., on p. 206 he mentions
‘Postal Service: Not a Sovereign Function’,
thereby suggesting that in case a person suffers
loss due to postal inefficiency in delivering the
mail, he/she has aright to sue the state. Thisis not
correct. Section 6 of the Indian Post Office Act,
1832, provides immunity to the postal authorities
for any such default, unless the loss has been
caused frandulently or wilfully. It is only under
the Consumer Protection Act, 1986, thata person,
who has suffered loss due 1o postal inefficiency,
may sue the state for compensation ina consumer
court.

Part C of the chapter discusses at length two
landmark decisions of the Supreme Court, State
of Rajasthan v Ms Vidhyawati and Kasturilal v
State of U.P. Mostly the comments of such legal
authorities as HM. Seervai, A.R. Blackshield,
S.N. Jain, M.P. Jain, etc., besides copious quo-
tations from the two judgments are incorporated.
To be precise, a hundred footnotes are found in
this part which comprises of hardly twelve pages.

Part D enumerates all the recent cases, partic-
ularly those where the state was made to pay
compensation including those filed through writs
or by social activists, environmentalists and
voluntary, non-governmental organisations, and
those that are generally known as public interest
litigation (PIL) cases, particularly the cases
regarded as milestones in judicial activism such
as Rudal Sah v State of Bihar (AIR 1983 SC
1086), Sebastian M. Hongray v Union of India
(AIR 1984 SC 1026), PUDR v State of Bihar, and
soon. In all these cases monetary compensation
was awarded as it was ‘one of the telling ways in
which the violation of the (fundamental) right can
reasonably be prevented and due compliance with
the mandate of Art. 21 secured’. Recently another
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such case was decided by the Supreme Court,
Nilabati Behera’s case. Her nine year old son,
Suman Behera died in police custody. She was
awarded Rs 1.50 lakh compensation. It was a
relief granted for her claim under public law, and
was in addition to the remedy in private law for
damages for the tort. Secondly this judgment is
significant because the Court hererefersto Article
9(5) of the International Covenant of Civil and
Political Rights, 1966, which wasratified by India
in 1979 but with a reservation ‘that the Indian
legal system does not recognise a right to com-
pensation for victims of unlawful arrest or
detention’. According to Soli Sorabjee, [/ndian
Express 30-8-1993] after this judgment the above
reservation will cease to have any effect. The
book under review refers neither to Article 9(5)
of the International Covenant of Civil and Polit-
ical Rights, 1966, nor to the reservation with
which India ratified itin 1979,

The Bhopal Gas Leak Disaster case is outlined
in brief alongwith other cases resulting from
accidents in hazardous industries. The state was
alleged to be negligent in its duty, while issuing
permits and licences to these factories. The author
also mentions the Public Liability Insurance Act,
1991, and applauds it as ‘the first of its nature in
any part of the world’, not knowing that the law
of liability insurance is more developed in the
western countries under the law of tort, e.g., the
Third Parties (Rights Against Insurers) Act, 1930,
the Occupiers’ Liability Act, 1957, Nuclear
Installations Act, 1965, etc., of England.?

To conclude, the author makes the following
observations:

1) As the functions, powers and duties of a
welfare state increase, itis very difficult io draw
a clear-cut ‘line where the administration ends
and business begins’ or vice versa; so subtle is the
distinction.

2) The modemn democratic and welfare state
presupposes equality between the governor and
the governed. Hence the concept of sovereign
immunity of the state is an anachronism.

3) Reconciling the social or public interests on
the one hand and individual, private claimson the
other poses a problem in our country. In other

THE UNRELIABLE LAW OF STATE LIABILITY IN INDIA

789

words, balancing the Directive Principles of State
Policy and the Fundamental Rights is a difficult
task. The author is of the view, ‘ whatisbeing done
for the whole society should not be borme to the
detriment of one individual as he has to bear only
his share.... The socialisation of risks and com-
pensation has to be considered while laying down
the infrastructure of the state liability’ (p. 243).
Chapter eight expounds in detail the meaning
of ‘an act of state’, the modem version of ‘might
is right'. Many illustrations from numerous
judgments delivered during both periods - pre-
independence and post-independence, or more
precisely, post-constitution era - are provided. In
addition the author elucidates the two diametri-
cally opposite views regarding enforceability of
individuals' claims against the succeeding
sovereign with transfer of power. The principle
that cession of territory by one state to another
was an act of state, and that, the subjects of the
former state couldenforce only those rights which
the new sovereign recognised, belongs to the old
imperialistic doctrine (Pp. 279-280). The new
doctrine of acquired rights accepted throughout
the world presumes the continuity of the rights of
the erstwhile citizens of the ceding state evenafter
the change-over of sovereignty to the new state.
Moreover, in the context of the merger of the
former independent states ruled by the Indian
princes with the Union of India, the concept of
ceding and absorbing states is not applicable. It
is foreign to our Constitution, since all the people
of India, to whichever part of the country they
might have belonged, through their representa-
tives framed the Constitution which recognises
the fundamental rights of the citizens and they
cannot be deprived of these rights except by
authority of law. This is in tune with the liberal
trendsin the modem principle of international law
on state succession. Again the fact that a right
cannot be enforced does not mean that it is
extinguished or that it does not exist; non-
recognition by the new state only makes it
unenforceable in the municipal or local courts.
The author appeals to the Supreme Court to accept
this reading at the earliest and to review/overrule
the law laid down in earlier judgments accord-
ingly (Pp. 282-285). :
Part IV of the book ‘Reappraisal of the Law’ is



mainly devoted to 1) - the First Report of the Law
Commission of India, 1956, 2) - the Government
(Liability in Tort) Bill, 1967, and the Report of
the Joint Parliamentary Committee (JPC), 1969,
to which the Bill was referred. Although
twenty-five years have passed since such legis-
lation was mooted, yet, as the author aptly points
out ‘it was aborted before delivery’ (p. 314). As
pointed out in Human Rights in India: The
Updated Amnesty International Report, [1993 p.
871, ‘Successive Indian governments have per-
sistently resisted all attempts toestablish the right
to monetary compensation for wrongful actions
by their agents and officers. They have argued
that the state is not liable for the acts of its officers
when discharging ‘sovereign functions’. They

. have also failed to act on the 1956 Law Com-

mission’s recommendation that state liability
should be the rule and “sovereign immunity”’ the
exception’.

The Law Commission’s report is synopsised
chapter by chapter along with the justification for
the Commission’s preference for the British
model to the American or French law. Attention
is drawn to their first and foremost recom-
mendation;

‘... the State should be placed in regard to torts

committed by its servants andagents in the same

position as a private citizen’ (p. 299).

The Government (Liability in Tort) Bill, 1967,
a sequel to its predecessor Bill of 1965, is dis-
cussed in its entire sweep, right from its origin,
aims and objectives, its clauses and sub-clauses
as well as its course through the Parliament along
with the JPC’s brief report on the Bill. Both these
bills were a natural corollary of the Law Com-
mission’s report. The last part of the chapter
evaluates the criticism of the Bill, which has been
assailed on various grounds, such as, 1) taking
away citizens® existing rights against the gov-
emment instead of giving more, under the guise
of immunity provided to it; 2) carving out too
syvegpingexcepﬁonstoﬂlemle of vicarious
!mblhty_ of the state; 3) providing extravagant
immunities to the state inrespect of claims arising
out of defamation, malicious prosecution or
unlawful arrest; 4) not giving full sanction to
government accountability, one of the basic pil-
lars of a.democratic state; etc. Most of the
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objections levelled against the Bill, derogatorily
designated as the Government (Non-Liability in
Tort) Bill (p. 314), are cited from well-known
authorities in administrative law, like MC.
Setalvad, S.P. Sathe, HN. Mukherji, LP. Massey,
and others.

The fifth and final part of the book, ‘Conclu-
sions and Suggestions’ offers little supplemen-
tary minutiae. The foregone conclusion in the
opinion of the author is that the concept of
sovereign immunity should be abolished alto-
gether. He takes the support of the principle of
equality and argues that the public should bear
equally the burden of loss resulting from state
action; it should not rest where it accidently falls;
in implementing social welfare policies individ-
ual welfare should not be abridged, *fair deal and
no favour’ being the guiding principleinorder ‘to
avoid the excesses of totalitarianism on the one
hand and the uncontrolled individualism on the
other’ (p. 344).

There are two appendices giving the text of the
Govemment (Liability in Tort) Bill, 1967, and of
the British act - the Crown Proceedings Act, 1947.
The utility of the book has been enhanced on
account of 1) - tables of statutes of India, the UK.
andofthe U.S.; 2) - afairly adequate bibliography
of books, articles, reports and of parliamentary
debates, not only of India but also of the British
Parliamentand of the American Congress, as well
as of the dictionaries referred to by the author;
and 3) - the usual tools of quick reference, table
of cases cited and subject and name index
(combined).

The book under review would be a great help
to students of administrative law and of law of
torts. The author has taken pains to compile here
all the scattered materials, which are otherwise
difficult to locate, with footnotes galore, yet one
wishes they were printed accurately (for instance,
fn. 47, p. 18; fn. 63, p. 144; fn. 16 and fn. 17 p.
174; fn. 154, p. 321; eic.). There are quite a few
avoidable printing errors, such as, he find(s), p.
12; to advice (s), p. 104; are (of) a wide import.
p. 146; its (it) perpetal subject to, p. 133;
plaintiff(’s) case, p. 159; the later (latter) pur-
ported, p. 160; is an act which profess (es), p. 166;
will the (lie) against the State, p. 192; eic.
Likewise at certain places a little more clarity or
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lucidity and resisting cumbersome constructions
would have been welcome.

‘The most conspicuous shortcoming of the study
is, however, the non-mention of two landmark
judgments, which are authorities on the statutory
liability of the state, and are significant not only
to India but to all the Commonwealth countries.
It is absolutely necessary for the author to include
them in the next edition of the book. They are 1)
Province of Bombay v Municipal Corporation of
Bombay, [1947] AC 58, and 2) State of West
Bengal v Corporation of Calcutta, AIR 1967 SC
997. The former provided the state with almost
universal immunity. It held that the state was
bound by its own statute only when a) the statute
expressly provided for it, or b) the object of the
statute would be wholly frustrated, if the state was
notbound by it. This rule, known as the Bombay
rule, spells out that the state is committed to its
own laws, only when its own position is not
prejudiced. It was made more stringent by the
Privy Council in Madras Electric Supply Cor-
porationv Boarland,[1955] AC 667, when it was
decided additionally that the state was obliged to
follow itsownlaws only when it wastoits benefit.
This precedent is being followed in almost all the
Commonwealth countries even in the nineties; in
India it was repudiated only in 1967, when the
second case, State of West Bengal v Corporation
of Calcutta, mentioned above, overruled it, on the
grounds that to uphold it would contravene the
Indian constitution. In fact, as early as in 1960,
Justice Wanchoo had expressed in his dissenting
opinion a similar view in another case, The
Director of Rationing and Distribution v Cor-
poration of Calcutta (AIR 1960 SC 1355). He
contended: (it is) ‘inherent in the conception of
the Rule of Law that the State, no less than its
citizens and others, is bound by the laws of the
land’. The author is likewise silent on the liability
of the state for the disclosure of documents,
vis-a-visthe individual's right toinformation. The
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Official Secrets Act, 1911, offers the state iron-
clad immunity.

Allthe same the book isa welcome contribution
tolegal literature and probably the first of itskind
on the subject, written by an Indian author.

NOTES

1. When a person is held criminally liable for the wrong he
has committed heis punished orfined, but the person wronged
is usually not compensated.

2. Substantial immunity refers tothe protection given tothe
judges from being sued for damages, even when they apply
the wrong law in a case, or apply the proper law but
misinterpret it; procedural immunity, ontheother hand, means
they are not to be sued for damages even when they follow a
wrong procedure in deciding a case, suppose, they donot have
the jurisdiction - the authority - 10 hear a case and yet they
have heard and delivered the judgment; yet they cannot be
asked to compensate. The independence of the judiciaty is
ensured by both these kinds of immunity.

3. There is industrial injury insurance of variouskinds, such
as workmen's compensation insurance, credit insurance, title
defects in property insurance, casualty or loss insurance for
covering the hazards of sudden explosions from equipment,
etc.; however, a substantial part of the premium collected on
such casualty insurance policies is utilised for inspection
services rather than loss protection. The state through suitable
legislation creates a legal obligation to insure in most of the
developed countries; insurance is mandatory for liability
deriving from damage caused by centain products or services,
toillustrate, in Germany - drugs,in Belgium -travel agencies,
in Italy - sale by mail, and soon. In case the state fails to make
appropriate legislation, the state 100, is made to redress the
loss alongwith the manufacturer / provider of services.

4. While the review was in the press it was announced by
the Akhil Bharatiya Grahak Panchayat, & consumer organi-
sation, that it would sue the state in the National Consumer
Grievances Redressal Commission for the damage caused by
the earthquake in Marathwada region of Mahanshira in India.
The cause of action for the suit is the negligence of the state
which did nothing, in spite of repeated wamings from the
geo-scientists. It would be interesting to see the outcome of
this suit, since it might make the Indian state more accountable
to its citizens.
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Dr. Abul Malik A. Al Sayed, Secial Ethics of
Islam: Classical Islamic-Arabic Political
Theory and Practice, Vantage Press, New
York, 1982, Pp. 289+84, Price $ 24.95.

Dr. Al Sayed was born in Iraq, where he
received his education upto his law degree, stu-
died further inthe U.S.A., has held many teaching
posts in Iraq and Saudi Arabia and has been a
consultant to the Prime Minister of Iraq.

Dr. Al Sayed has in this book tried to find out
what are the basic philosophical considerations
which need to go into the building up of a good
political-bureaucratic system in Islamic states.
His frame of reference covers only the Arabic
states of the Middle East, especially Iraq and
Egypt, which, as Dr. Al Sayed argued, had
developed a very high level of political thinking
afew centuries ago.

Dr. Al Sayed arguesthat the planting of western
instruments of political management on the
Middle Eastern soil has not been a great success
because those instruments have been accepted
only formally by people in positions of power.
Their attitudes continue to be the same as in the
past, the attitudes produced by their cultural
inheritance. So, Dr. Al Sayed is convinced that it
is necessary to have a proper mix of the cultural
values and the requirements for survival.

Itis with this background that Dr. Al Sayed has
turned to looking through the cultural heritage of
the Middle-East. He has had to leave out the past
seven hundred years, as during that period the
political management of the region was an
unmitigated disaster. The Ottoman empire, of
which the Middle-East was a part, was an out-
and-out autocracy. For several centuries, it was
the ‘Sick man of Europe’. Dr. Al Sayed had
therefore to go back to the Abbasids who ruled
Iraq from 752 A.D. for about 160 years (for 300
years?) and to the Fatimids who ruled Egypt from
909 AD. to about 1171 A.D. These dates are
actually quite vague and in fact this vagueness is
a symptom of the central problem of the history
of the Middle East. Who, should we say, was in
power? Islam does not recognise the separation
of spiritual and temporal powers. Prophet
Mohammad was the philosopher as well as the
king. The same unified control continued under

the first four Caliphs till 661 A.D. But that type
of control was envisaged only for the small
collection of the tribes of the Saudi-Arabian
peninsula. As the fury of the Arabconquest spread
in all directions, this unified control was no longer
possible. The conquerors were also not willing to
be totally subservient to the religiois power.
There had to be some theoretical solution to this
problem.

The present book istoa large extenta historical
presentationof how well this problem wastackled
in the Middle Eastern regimes of the 7th - 13th
centuries. Dr. Al Sayed has given us a full picture
of the political thought developed by several
Islamic Schools named after their founders, the
development of a working relationship between
the de facto power of the state and the over-riding
de jure power of the Caliph or Imam, the centres
of de facto power, the organisation of the
departments of the government, military as well
as civil, the type of taxes and such other structures
of the state.

The student of history will get abundant mate-
rial in this well-researched, well annotated, well
indexed book. There are however some
fundamental questions whichremain unanswered
and would leave the reader unsatisfied.

Once we agree that the cultural past largely
determines the present condition of any society,
we must also admit that a decline of the society
is also attributable toits cultural past. People who
want to have only an unadulterated pride in their
past find themselves in a fix. In India also we see
the same situation. Unadulterated pride in the
glorious Hindu culture has to be reconciled with
itsdecline. Dr. Al Sayed has done what his Hindu
counterpart does - put the blame for the decline
on the ignorance, indolence and, worse, on the
leaders of the aging religious hierarchy. Dr. Al
Sayed has used the word ‘Pseudo-Islamic® for all
the practices which are now adjudged to be
wrong. Attacking the basics of the culture is 100
sacrilegious to be a practical and wise move!
Other, culturaily neutral historians have shown
the history of the Middle East in a different light.
A good book is ‘Middle East, Past and Present’
by Yayah Armajani, a teacher of history in the
U.S.A. There is also a historical novel ‘Lords of
the Golden Horn - Ottoman Empire’ by Noel
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Barber, which deals with how the empire declined
after the 1550s. A bizarre thing has happened
during the entire Ottoman rule extending right
upto the 20th century and during the Mamluk rule
inEgyptfrom 1250 A.D.to 1517 A.D. - The rulers
were all ‘slaves’, i.e., progenies of slave girls
inducted into the rulers’ harems from various
non-Arab nationalities. That system was the
sword-man’s answer to the central problem in
Islam - who will have the real power? The Muslim
faith requires every Muslim to give unstinted
allegiance to his Imam or Caliph. The sword-man
found out that Islam allowed a system of slaves,
who, though Muslims, were not free Muslims and
had to submit entirely to their temporal masters.
What better way then to create a class of slaves
for providing the society with rulers and func-
tionaries! That these slave rulers got enmeshed in
the politics of the harem-women and of the large
body of eunuchs who guarded them was another
tragedy of these societies. All the pedantic writ-
ings of the Islamic jurists or other thinkers could
notprevent this distortionand decay of the Islamic
polity of the Middle East. Dr. Al Sayed has dwelt
at length on Ibn Khaldun’s contribution to the
Arab-Islamic political thought. Arnold Toynbee
hasalso praised Ibn Khaldun’s analysis of history
as ‘the greatest work of its kind that has ever yet
been created by any mind in any time or place’.
But Ibn Khaldun came on the scene not in the
golden period of the Arab power but during its
last days. Himself a non-Arab, he was in the
service of the Mamluks, the slave dynasty of
Egypt, upto the end of the 14th century. By the
time he was propagating his theories of social
history, a new destructive force had already
started demolishing the Muslim polity of the
Middle East. This force was of the non-Muslim
I1 Khans of Central Asia. Before he died in 1406
A.D., Ibn Khaldun had to see his master van-
quished by Timur Lang.

Thatiswhy the reader of thisbook would remain
unconvinced that the thinkers of the golden era of
the Arabsociety had found a solutiontothe central
problem of its administrative system, more so
when he finds that even in the 20th century the Al
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Azher mosque in Egypt firmlyrejects the ideathat
Islam should be secularised by the separation of
religion and the state. It says:

‘This theory is absolutely false..... According

to the unanimous consensus of the Muslims,

Islam is the totality of the precepts transmitted

by the Prophet in regard to doctrine, cult and

legal relations among people. These precepts
form one whole and cannot be dissociated, one

from another’ (p. 263).

Dr. Al Sayed has concluded his book with
recommendations of a general nature as to how
the administrations in the Middie Eastern states
could be improved. He in effect accepts Al
Azher’s above-mentioned stand. Well, he has
been in the thick of events and probably knows
best what is achievable there through politics,
which, as is well-said, is the art of the possible.

The main title of the book may lead an Indian
reader to expect some discussion of a question
that is relevant to India - What is the legitimacy
of a non-Muslim state for a large Muslim com-
munity residing under it. Muslim theologians do
not accept the full legitimacy of any state. They
therefore leave the Indian Muslims in grave
danger of being in sin if they accept such legiti-
macy. Itmay be that, that isnot aquestion actually
agitating the minds of the Muslims in India today.
But that was a question which in a different form
influenced the communal question in India during
the freedom struggle and continues to be an
unstated but lurking problem even today.

Moreover, in the last few centuries, the world
order has become far too complex to be served
adequately by simple separation of religion and
politics. History has shown that centralised states
are as tyrannical as centralised religions. Exis-
tential sociologists are concerned about the
existence of tyranny even in the so-called free
societies. The tyranny is gross as well as subtle.
In totalitarian countries it is gross, where people
are shot down or imprisoned or sent to concen-
tration camps. In free societies it is subtle inas-
much as the goal of their educational and
conditioning systems is to train people, in the
name of efficiency, to give standardised
responses to standardised situations, or, in other
words, to standardise human beings themselves.
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Sensitive individuals are then doomed to non-
fulfilment as individuals, if they conform, and to
a sense of guilt, if they don’t. That situation poses
a threat to the very objective of government and
of education, viz., social order.

It is time that the Islamic world, along with all
others, wakes up to the ever-increasing com-
plexitiesof the modem world. Old culturescannot
be expected to cope with these complexities.

B.P. Patankar,
155, Hanuman Nagar,
Nagpur-440 009,

Bunmiller, Elisabeth, May You be the Mother of a
Hundred Sons, Penguin Books, 1991, Pp.
289+17, Paperback Rs 95/-.

Elisabeth Bumiller, a journalist, accompanied
her journalist husband to India. She did notintend
to fall into the usual pattern of a woman reporting
about women’s problems but was soon caught up
in all sorts of stories about Indian women. She
finally decided that Indian women were her
window on India. She travelled through all the
states, met all kinds of women, from a poor one
who drank water to quench her hunger, to rich
wives, actresses, painters, poets, politicians, etc.
She has in this book given her impressions about
various aspects of Indian womanhood.

This is not a scholarly book. But in not being so
it avoids being a sanitised, feelingless report. It is
asensitively, honestly written book. The primary
material of the book is the author’s field-work,
which she then evaluates on the basis of the
perceptions of various people or recorded reports
and findings. Let us take the two most poignant
chapters of the book: ‘A bride-burning and a Sati’
and ‘No More Little Girls -Female infanticide
among the poor of Tamil Nadu and sex-selective
abortion among the rich of Bombay’. After
investigating a case of bride-burning the author
frankly admits that she could not determine
whether that case was of a one-sided cruelty
against the bride. Similarly in the case of Sati, i.e.,
the self-immolation of Roop Kanwar on the pyre
of her husband, she could not determine whether
Roop Kanwar, in a state of mental shock, herself
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succumbed to the age-old tradition of Sa#i or
whether she was ‘pushed’. ‘If I were forced to
decide’, says the author, ‘I would theorise that
Roop Kanwar was pushed. Certainly she was
worth much more to Deorala (village) dead than
alive. Again, my decisionis based on instinct, not
evidence’ (emphasis added) (p. 74). The italicized
portion shows the author’s honesty. That honesty
adds weight to her observation that in the case of
bride burning as well as Sati, ‘the larger tragedy
for both women was of course their profound
powerlessness to control any aspect of their lives
.... What freedom did an Indian woman have to
decide anything in her life?’ (p. 74). The author’s
juxtapositioning of the female infanticide among
the poor and the sex-selective abortion among the
rich is a measure of her keen perceptivity. She
does agree that there is a world of difference
between doing away with a bomn child and doing
away with an unborn child. But she also recog-
nises the difficulty of pronouncing a moral
judgement when three issues are interlinked: (i)
a woman’s right to abortion, (ii) her right to
information about her foetus, and (iii) an abortion
being a costly affair for a poor woman, apart from
the high risk to her own life in Indian conditions.
Whatever moral judgement may be made, what
sticks out is the sense of catastrophe felt in all
strataof Indian society at the advent of a baby-girl.

Then comes the author’s study of the Indian
Women’s Movement. She tells us that Indian
feminist leaders have come to the realisation that
their effort is meaningless unless it attempts to
change the lives of the 80 per cent of Indian
women whose most basic concems - access to
clean water, animal fodder and cooking fuel -
remain alien to their own privileged world. This
statement, read along with the description of the
drudgery of the rural woman’s life, should be an
eye-opener to those urban feminists who some-
times quarrel as to why a child should bear the
father’s name rather than the mother’s. The author
has given us a very reassuring picture of the work
being done by eminent social workers among
working women.

In the chapter on ‘Mrs Gandhi and her legacy
for Indian women in politics’, the author has
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briefly discussed the role of Indira Gandhi as a
woman. She has also given an account of her
interview with Prime Minister Rajiv Gandhi
regarding the Shah Bano case. Rajiv Gandhi made
two important points with which the author

agrees. One is that the question involves the-

cultural values of different communities. A man
with western education isinfluenced by Christian
values, which, in the case of marriage, are very
close to Hindu values inasmuch as marriage is
looked upon as a sacrament and upon marriage a
woman belongs to the husband’s family. The
Muslim marriage is a dissolvable contract so that
on the dissolution of that contract the woman falls
backon her parents’ family. The second point was
that since Muslims were granted their personal
law at the time of Independence, that guarantee
could not be withdrawn except by consensus. The
author adds her own opinion: ‘Itdid not seem right
to me that a ‘secular’ Hindu majority should
impose its will on the personal law granted to a
religious minority. ... Although I felt that change
in their law was desperately needed, the change
had to come from Muslims themselves’ (p. 169).
The author has given an account of her interviews
with many women in politics - Vijayalakshmi
Pandit, Margaret Alva, Vijayraje Scindia, Gaya-
tridevi, etc. She wonders whether there has been
any woman in Indian politics who had succeeded
without relationship to a powerful man. The
author interviewed several actresses and was
struck by the inconsistency in their personal lives
and the old-fashioned roles they played. She met
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revolutionaries, paintersand poets in Calcuttaand
wondered whether all these women couldn’t ‘do’
something for relieving the misery of women
instead of merely writing or painting inanger. She
herself has no answer and says that when she
returns to Calcutta she would feel as guilt-ridden
as before. About family-planning the author has
brought out the dilemma before the government:
on one hand the urgency of the population prob-
lem and on the other hand the all-pervading
illiteracy, lack of motivation and lack of the
resources necessary for proper medical care. She
has graphically described how the programme
works under these conditions. She has also dwelt
on the excesses committed during 1975-77 and
the permanent set-back caused to the programme
by those excesses.

In the end the author tells us how her study of
Indian womanhood helped to bring out the
woman in her and how she has now a better
understanding of a woman’s life.

The main quality of the book that strikes the
reader is that itis an utterly honest and sensitively
written book, where the emphasis is on under-
standing rather than on judging. The Washington
Post has described it as *the most stimulating book
on India for a long time’. That compliment is
well-deserved.

B.P. Patankar,
155, Hanuman Nagar,
Nagpur-440 009.
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1993

Thimmaiah, G., Power Politics and Social Jus-
tice: Backward Castes in Karnataka, Banga-
lore.

The issue of reservations for the socially and
economically deprived in India has been fiercely
debated throughout the country, particularly since
1990. This question has been the subject of
numerous legal battles and has lead to widespread
protests and even riots. At the same time, despite
the existence of constitutional provisions
reserving jobs and educational opportunities for
those belonging to specific castes and tribes, these
people still suffer from alarming backwardness
and abject poverty. This calls into question the
very efficacy of the polity of reservation as
presently enunciated, since it seems not only to
have failed to achieve its objectives but to have
led to tensions in the Indian social fabric.

This topical study is a significant contribution
to the continuing debate on the reservations.
Providing a detailed analysis of the backward
castes movement in Karnataka, it shows how this
movement has become a paw in the hands of
power-brokers, vested interests and pressure
groups.

The author analyses the distortions which have
emerged in the process of the formulation and
implementation of the reservation policy in

Kamataka mainly because of the manipulative
tactics of caste groups out to serve their own
interests. In conclusion he presents an alternative
approach based on objective criteria and checks
and balances to ensure that the benefits of reser-
vations reach only those most deserving of them.

ARTICLES

1991

Jandhyala, B.G. Tilak: ‘Economic Growth and
Life Expectancy’. International Journal of
Development Planning Literature, Vol. 6, Nos.
3-4, July-October 1991.

This paper presents an analysis of the rela-
tionship between life expectancy and economic
growth, the latter measure by GNP per capitawith
the help of international data spread over about
tweaty years. A cross-section analysis of the type
discussed here may have certain limitations.
Nevertheless, it makes clear that a substantial
proportion of variations in life expectancy can be
explained with the help of variations in GNP per
capita. This proportion may be as high as 60 per
cent. More importantly, classifying 132 devel-
oping countries of the world into three categories,
viz., low income countries, lower middle income
countries and upper middle income countries, the
relationship which is found to be varying for each
set of countries has been analyzed.
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1992

Jandhyala, B.G. Tilak: ‘Investment in Research
and Development in India’, Asian Economies
South Korea, No. 82, September 1992,

This paper analyses the importance accorded to
research and development in India during the
post-Independence period; describes the role of
research and development in socio-economic
development by quickly surveying the available
research evidence on this aspect; discusses the
trends in investment on research in India during
the plan era, and a few related features of
financing research and development in India. In
comparison with other countries, the investments
made in research and development in India are
very small. Government is the major funding
agency for research and development activities;
the role of the private sector is very limited.
Within government, it is the central government
that shares a major responsibility. Basic research
is the least invested sector of research and
development, while applied research and exper-
imental development research receive fairly large
and equal shares in the total investment in
research and development. Lastly, the state gov-
emments invest very small amounts in research
and development, and these investments are not
related to their ability to invest.

Jandhyala, B.G. Tilak: ‘The Capitation Fee Col-
leges: Some Issues’, Journal of Higher Edu-
cation, Vol. 16, No. 1, Autamn 1992. Also
appeared in University News, Vol. 30, No. 51,
December 21, 1992,

This paper presents a reflection on the phe-
nomenon of capitation fee collegesin India, in the
specific context of the Supreme Court judgement
(July 1992). The illusory bernefits of the capitation
fee colleges are contrasted with the veracious
harmful effects and concludes that there is no
Justification for capitation fee colleges at all.
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Taking cue from the judgement, it is also argued
that a proper differential fee system in higher
education would be highly advantageous, gen-
erating more resources and at the same time being
equitable.

1993

Jandhyala, B.G. Tilak: ‘Privatization of Higher
Education’, in Morsy, Z. and P.G. Altbach
(Eds.), 1993; Higher Education in Interna-
tional Perspective: Towards the 21st Century,
Advent Books, New York, and UNESCO,
Paris. Reprinted from Prospects, 1992; also
reprinted in Journal of Higher Education, Vol.
16, No. 2, Spring 1993.

Privatization of higher education is not a phe-
nomenon of recent origin. Almost all the educa-
tional systems in the non-Communist world are
characterized by privatization of various degrees
and forms. But thishas beenassuming importance
in the context of growing financial squeezes of
public budgets for education. The paper analyses
the trends in privatization in higher education. It
examines critically with the help of available
empirical evidence the strengths and weaknesses
of the arguments being made in favour of and
against privatization, and in the process refutes
some of the myths regarding privatization. Pri-
vatization is classified into various forms, and
privatization of the type that involves public
provision of higher education with reasonable
levels of private finances is favoured.

Jandhyala, B.G. Tilak: ‘Education and Agricul-
tural Productivity in Asia: A Review’, Indian
Journal of Agricultural Economics, Vol. 48,
No. 2, April-June 1993,

Agricultural productivity is traditionally
explained with the help of factors such as land -
quantity and quality of 1and - inputs such as seeds,
fertilizers, machinery, weather conditions/irri-
gation facilities, etc. But these factors are found
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to have explained only a fraction of the variance.
Later research has shown that agricultural pro-
ductivity is considerably influenced by not only
physical capital, but also human capital - the
educational levels of the labour force employed
in agriculture. Education is also found to be
influencing significantly various agricultural
practices such as use of HYV seeds, modern
fertilizers, machinery, etc., besides utilization of
credit and other facilities. This paper presents a
review of research on various aspects relating to
the role of education in rural development in
general, and in farm efficiency in particular, in
the Asian countries.

Jandhyala, B.G. Tilak: ‘Financing Higher Edu-
cation in India: Principles, Practice and Policy
Issues’, Higher Education, Vol. 26,No. 1, July
1993.

The paper presents a critical analysis of the
trends in financing of higher education in India
during the post-independence period; and dis-
cusses the various alternatives available to aug-
ment additional resources for higher education,
including various forms of privatisation. Arguing
in favour of moderate form of privatisation, the
author evaluates proposals referring to student
fees, student loans, graduate tax,and privatization
in general.

Purohit, Mahesh C.: ‘Indian Sales Taxes:
Approach Towards State VAT’, APTRIC Bul-
letin of Asia Pacific Tax Investment Research
Centre, Singapore, August 1993,

The existing structure of sales taxes in India
consists of (a) the States’ general sales tax (GST)
and (b) the Central sales tax (CST). The GST is
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levied by all the States, mainly at the first point.
The only States having multi-point (turn-over) tax
on a few commodities are Kamataka and Kerala.
There are considerable variations in tax rates.
Most of the States levy tax on raw-material,
machinery and other inputs. The tax treatment of
raw material varies from concessional treatment
(between 1 and 4 per cent) tocomplete exemption.
In addition, there are large number of exemptions
on sale of finished goods produced by new/div-
ersified industries in almost all the States. The
industrial incentives include (a) exemption or
concessional tax on sale of output, (b) deferment
of tax, and (c) interest free sales tax loans.

The CST is collected on all inter-State trans-
actions. Itislevied, collected and retained by the
State which occasions the movement of goods
from its territory. A few select States collect a
major part of the CST revenue. The tax is
inequitous and causes loss of welfare to the
consumers. If the CST is extended to consign-
ment, it would further cause inequality among the
States.

An evalvation of the existing sales tax system
suggests that it is characterised by lack of uni-
formity, multiplicity of rates, cascading taxes and
loss of revenue due to incentives. With a view to
reforming the existing structure of the sales tax
system, it is suggested that in the short-run the
States must attempt to achieve uniformity, adopt
three rate schedule, provide select exemptions,
adopt mix of first-point taxation with value added
tax (VAT) for select commodities and provide
set-off for tax on inputs. In the medium run, the
States’ sales tax could be converted into State-
VAT with harmonization of the CST on the
patiemn of the system prevailing in the European
community.
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Dhawan, B.D. - Indian Water Resource Devel-
opment for Irrigation: Issues, Critiques,
Reviews, Commonwealth Publishers, New
Delhi, 1993,

This volume is divided into two parts - Part I
comprising the author’s research findings
regarding the state of Indian irrigation and Part
II, his published reviews of studies/reports on
water resources. The big dam issue figures in
many chapters, with special reference to Narmada
and Tehri projects. How vulnerable minor irri-
gation works are to drought is examined on the
basisofa fresh setof data from the censusof minor
irrigation.

Giriappa, S. - The Prospects of Rural Develop-
ment, Daya Publishing House, Delhi, 1993.

The study probes into the pattern of agricultural
and industrial development in rural India and
points out that the pattern requires more sus-
tainable and stable approach. It discusses the
progress of technological change inagriculture as
well as the prospects of rural industrialisation.
The former is illustrated with the evaluation of a
coarse cereal crop vis-a-vis a superior crop like
rice, whereas the latter with the analysis of bee-
keeping industry.

Kapila, Uma, (Ed.), Recent Developments in
Indian Economy: With Special Reference to
Structural Reforms, Parts I & 11, Academic
Foundation, Delhi, 1992.

These two parts together contain thirty eight
contributions from eminent economists on vari-
ous aspectsof structural reforms introduced in the
Indian economy after June 1991, such as the

constraints on growth and productivity, the need
for changing the development strategy, the New
Industrial Policy, trade policy, Five Year Export
- Import Policy (1992-1997), balance of pay-
ments, devaluation, reforms in the financial and
the banking systems, monetary policy, interest
rates, tax reforms, economic policies for 1991-92
and 1992-93, public finance, savings, prices and
public distribution, output and 'employment
effects of the recent changes in policy, poverty in
1980s, employment policy for 1990s, Eighth Five
Year Plan, 1991 Census, urbanisation, etc. The
volumes, in addition, provide relevant extracts
and summaries from official documents and
reports, e.g., those of Chelliah and Narsimham.

Kurien, V., Tushaar Shah and Daniel Bromley,
Agricultural and Rural Development in the
1990s and Beyond: Redesigning the Chemistry
Between State and Institutions of Development,
Institute of Rural Management, Anand, 1993.

This paper surveys in brief India’s agricultural
policy and planning in the post-Independenceera.
It compares and contrasts the classical tenets of
state intervention with the role of modem Indian
state as well as that of institutions of development
in agriculture. The defects of development plan-
ning, both as pointed out by the World Bank and
others, discerned by the faculty members of the
Institute of Rural Management, Anand, are
charted out. Suggestions for the removal of these
defects have been made, with emphasison the
state switching from direct action to institution
building.
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Ponkshe, Satyawrat, The Management of Intel-
lectual Property: Patents, Designs, Trade
Marks & Copyright, A. Bhate & Ponkshe
Publication, Pune, 1991.

The book aims at explaining in detail the pre-
scribed law, the institutions involved and the
procedures 10 be followed in the protection of
intellectual property - the creations of human
intelligence. In other words it expounds how
inventions are patented, industrial designs are
registered, Trade Marks are assigned and trans-
mitted and copyrights are not allowed to be
infringed so that human beings are encouraged to
cherish their originality. Both, national as well
as international visages are included.

Purohit, Mahesh C., Principles and Practices of
Value Added Tax: Lessons for Developing
Countries, Gayatri Publications, Delhi, 1993.

This study evaluates Value Added Tax (VAT),
elaborates its rationale and its popularity as a
fiscal measure. The economic effects of VAT, its
rate structure, base and coverage, taxation of
services and harmonisation of tax rates are some
of the aspects analysed in depth. General features
of VAT administration, including Management
. Information System (MIS) are spelt out. A case
study of the French VAT systemadds to the utility
of the book.

Reserve Bank of India, Report of the Working
Group on Financial Companies, Reserve Bank
of India, Bombay, 1992.

This report furnishes an overview of the non-
banking financial sector, primarily, the corporate
sector - the non-banking financial companies
(NBFCs), perhaps for the first time after the
liberalization and diversification of the financial
system in the recent years. The existing statutory
provisions for their regulation are discussed and
measures, statutory or otherwise, for improving
their performance are recommended. Appendices
to the report include a statement on the salient
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features of the directions issued by the Reserve
Bank of India and the National Housing Bank to
NBFCs.

Reserve Bank of India, Annual Report, 1992-93,
Reserve Bank of India, Bombay, 1993,

The report, divided into two parts, Teviews the
macro-economic developments of the accounting
year 1992-93 in the first part and assesses the
working and operations of the Reserve Bank of
India (RBI) in the second. Policy developments,
production trends of agriculture and industry,
government finances, monetary and price trends,
capital market developments and developments
in the external sector are appraised in the firstpart.
Also the prospects for various development
domains are outlined in brief, with an occasional
note of caution. Performance and problems of the
banking sector, deposit acceptance and deposit
insurance are some of the contents of the second
part.

Vaidyanathan, A., Fertilisers in Indian Agricul-
ture, Institute of Social and Economic Change,
Bangalore, 1993.

Thisis the firstL.S. Venkataramanan Memorial
Lecture delivered by the author. Alarmed by the
rapid growth in the use of chemical fertilisers, the
author drawsattentionto their shortcomings, such
as their manufacture depending on imports, their
excessive use resulting in environmental hazards,
etc. The role of organic manure as an aliernative,
particularly of a balanced combination of both,
and the question of subsidies are also, dealt with.

Vibhute, K.l., (Ed), Dr. Ambedkar and
Empowerment: Constitutional Vicissitudes,
University of Poona, 1993.

This anthology recaptures Dr. Ambedkar’s
contribution and approach to 1) constitutionalism
in India, 2) social justice, and 3) the federal
principle. Some fresh insights are provided into
their historical, political, legal and sociological
facets in the present context. The introduction
outlines and evaluates the contents.



CORRIGENDUM

RAVALLION AND SUBBARAO ON FGT INDEX OF POVERTY:

COMMENTS’
P.K. Chaubey
Foster, Greer and Thorbecke [1984] have pro- P=H 3)
posed a generalised index of poverty. Ravallion Pp=H.I @
and Subbarao [1992] have wriiten it out as P=H[I+(1-1)C] )

P= X [(z-y)2m (1)

y<z

where y is the consumption of ith person (esti-
mated by the consumption per capita of that
person’s household), z is poverty line, n is
population size and o is non-negative parameter.
The fact is that the index should have been written
as

P= Y [(z-y)/z/n @

y<z

Well, this may be a slip or a printing mistake.

Ravallion and Subbarao [1992, p. 76] have
further suggested that head-count index is
obtained when o isput equal to 1. This is far from
the truth. The head-count index is obtained when
a=0.

Ravallion and Subbarao [1992, p. 57] empha-
sise that the head-count index, the poverty-gap
index and the FGT index for 2 are all members of
the class of measures proposed by Foster, Greer
and Thorbecke [1984]. Instead of making use of
the widespread practice that considers these three
measures as alternatives, they ‘prefer to interpret
them as measures of three different things: the
head-count index is a measure of the incidence of
poverty, the poverty-gap index is ameasure of the
depth of poverty, while the FGT measures the
severity of poverty’, for which Ravallion [1992]
has been quoted.

‘We can see that specification of aas 0, 1 and 2
yields

* Reference Vol. V, No. 1, p. 201.

where Head count index, poverty-gap index and
coefficient of variation within the poverty group.
It is clear that the above claim of Ravallion and
Subbarao [1992] is not correct. Poverty-gap index
is not at all a member of FGT class of poverty
measures,

We can further see that the measure P includes
P and a little more, in the sense that it is
distribution-sensitive which Pisnot. Similarly, P
includes P and is a little more, in the sense it
considers intensity or depth alongwith intensity.
Thus, we infer that the three measures do not
measure three different aspects as claimed by
Ravallion and Subbarao.

Finally, in the literature on measurement of
poverty, the word used for depth is intensity. The
dictionaries do not so distinguish severity from
intensity that the former can be taken to do
something with distribution.

NOTES

1. Ravallion [1992] is missing in the REFERENCES.
2. See Foster, Greer and Thorbecke [1984] or Chaubey
[1993].
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