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EDITORIAL

In our efforts to reduce delays in our publication, we have
improved by bringing to you the 3rd and 4th issues of 2022
as a combined one. These contain papers relating to a very
pertinent issue regarding Industrial location in India and
factors contributing to such decisions (in two parts). Further,
adetailed study of thisaspect and related issuesin the context
of the auto- component industry (in three parts) in Indiaalso
appears. Andweareconfident that, in2023, issueswill come

out regularly with no delays.

S. Sriraman

April 2023






TEMPORAL ANALYSISOF INDUSTRIAL
LOCATION IN INDIA
PART |
CONCENTRATIONSAND DISPERSAL

Sharadini Rath*

It iswell known that industrial locations in India exhibit severe clustering,
leading to significant regional imbalance in formal sector industrial employment.
Inthispaper we examinethetemporal aspectsof how decisionsregarding industrial
locations are made by capital. We use location address of individual plantsin the
sample of completed industrial projects from Projects Today over the period 2002
to 2018. It is found that there are 3 distinct periods of project completion, slow
growth for the initial 6 years, then accelerating growth for the next 5 years, and
then decelerating growth with a sharp downturn by 2017-18. Taking into account
the time lag between decision on location and project completion, this trajectory
matches the shape of GDP growth rate curve over this period. We also show that
during the accel erated growth period, thereisdispersal of industrial locationto low
industrialised regions, expanding cluster peripheries, while growth within clusters
also continues. During the contraction period, locations tend to withdraw back
towards the cluster cores, and cluster peripheries contract. However, some of the
dispersed locations continue to attract location. With insights from field work, we
also show that individual locations can behave very differently fromeach other over
the same time period, depending on many factors, such aslocal entrepreneurship,
availability of land and infrastructure, local political forces, and competition
between states|eadingto shifting locationsacrossstates. Sowhileclusteringremains
apowerful centripetal forcefor industrial location, good economic growth and local
factors can be equally strong centrifugal forcesleading to dispersal.

* Sharadini is Rath affiliate fellow, Indian School of Political Economy, Pune
Acknowledgements: Mahratta Chamber of Commerce, Industry and Agriculture (MCCIA), Pune, provided access to the
Projects Today data, without which this analysis would not have been possible. Indian School of Political Economy has
provided the academic base for this work, along with logistical support during field work. Ashish Andhale has given able
research assistance in all areas of thiswork. Comments on the work from time to time by Abhay Tilak, Nilakantha Rath and
Vikaschandra Chitre have helped shape the analysis and pose hew perspectives. Comments from Sanjoy Chakravorty on an
earlier version were useful. Learning geographical analysis tools from Ujaval Gandhi made for a sharp learning curve and
new methods of analysis. All are gratefully acknowledged.

The Editor, J SPE is gratefully acknowledged for extensive comments which have improved this paper considerably.



408

1 Introduction

The Economic Survey for India
2014-15 [GOI, 2015] was presented in
the form of an analytical view of the
Indian economy, rather than the usual
‘factual’ presentation. Chapter 7 was
titted ‘What to make in India? Man-
ufacturing or Services? . While it posed
an apparently avail ablebinary choice, the
contents of the chapter gave a concise
outline of past contributions of both
sectors, and their possible futures in the
then recently announced ‘Make in India
programme of the new government. It
wasclear that registered manufacturewas
not performing its main function of pro-
viding employment to the vast mass of
low skilled labour force that wasgrowing
apace in numbers. Both organised man-
ufacture and services were essentially
employing higher skills, leading to high
labour productivity, while at the same
time not really improving their contri-
butiontotheGDPsignificantly. Most|ow
and unskilled |abour wasemployed inthe
unorganised sector, whose productivity
waslow and not likely to improve. Share
of employment in organised manufacture
had never crossed about 6 percent of total
at its peak since 1985, and output and
employment had remained stagnant over
the period. The Survey came to the con-
clusion that in large parts of India, there
was in redity a trend of
de-industrialisation,  without  ever
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achieving the peaks that countries like
South Korea saw in the late 1980's.
Creating employment for the low skilled
labour force was never going to be pos-
sible with the organised sector. So as a
solution in the long term, the Survey
proposed that skill development pro-
grammes would result in a labour force
more useful to organised manufacture,
but this would entail the ‘loss of one or
two generations' being locked into low
skill and low wage work. It was not clear
in the Survey what assurances could be
given about the state of manufacture, and
its skill and labour requirements two
generationsin the future.

While the Economic Survey [GOI,
2015] had state level insights, it did not
address sub-state level issues within this
picture. Regional imbalance has been
studiedin variouswaysfor alongtimein
India [Ahluwalia, 2000; Shetty, 2003;
Bhattacharya and Sakthivel, 2004; Das
and Barua, 1996] and has been a policy
focus at least until the reformsin 1991.
The economic geography of India has
been studied with data available from
various government agencies, such as
sample surveys of the National Sample
Survey Organisation, Annual Surveys of
Industry, Population Census [Chandra-
shekhar and Sharma, 2014; Saikia 2009]
and aways defined by administrative
boundaries, States, districts, townsandin
one case the postal code.
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There is sufficient evidence from
Annual Surveys of Industries, available
at most at district level, and Population
Census worker data, that concentrations
of manufacturing and other non-farm
employment have grown steadily over
the past few decades. Independently,
there is evidence that certain sectors
within manufacture show significant
clustering, exhibiting specialisation
[Chakravorty and Lall, 2007].

Thereisalong history of theories of
industrial location  [Weber, 1929,
[Predohl, 1928, 371-390]; [Hotelling,
1929, Pp. 41-57]; [Losch, 1954]; [Smith,
1966, Pp. 95-113]; [Hoover, 1948];
[Isard, 1949, Pp. 476-506]. Over the past
20 years some observed phenomenasuch
as clustering and related formation of
agglomerations have seen sustained
attention [Chakravorty and Lall, 2007].
They largely give a reasonably clear
analysis of the advantages that firms in
clusters see, after the cluster has been
formed. Survey methods usually do not
give insights to the parameters these
models use, and emphasise highly local
and/or highly personal aspects of deci-
sion making at firm level, as we shall
show in Section 6 of the paper.

However, secondary, post facto, data
tells us that there are indeed advantages
tobeing within acluster or concentration,
in close proximity to markets and other
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industries, sometimes of the same type,
but at the very least among many others.
As more and more industries locate in a
given area, the peripheries of these con-
centrations push outward, increasing
their geographical size.

Thesitesof theselarge concentrations
usually have historical roots [Chakra-
vorty and Lall, 2007]. They alsotend to
beinand/or aroundlargeagglomerations,
whose formation is usualy a case of
cumulative causation which means the
moreindustrieslocatein agiven area, the
more the urban centre grows with other
economic activitiesinthe servicessector,
and creates a positive feedback loop of
localisation and urbanisation economies,
making it attractive for further industrial
location, thus growing into an agglom-
eration. The effect of this process is
economic growth in conjunction with
mediated  urbanisation  economies,
regional inequality and unbalanced
growth. Marshall [1890] givesan outline
of localisation economies. Morerecently,
Krugman [1991, Pp. 484-499; 1996, Pp.
137-150] and Porter [1996] focus on
increasing returnsto scale in clusters.

What is not clear is: when does
location of industries get dispersed?
What are the conditions required for
industries to move into new, previously
less used, or even unused areas, far from
existing concentrations? In other words,
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what required for regional imbalancesin
industrial location to be corrected? There
are some interesting models of the cen-
tripetal and centrifugal forces that in
different combinations of the underlying
variables give rise to greater concentra-
tion or some degree of dispersal. The
most dominant are the initial conditions
of the region, basicaly historical disad-
vantages. In addition, transport cost,
returns to scale, proximity to markets,
mobility of labour and capital tend to be
centripetal, leading to greater concen-
tration. Diseconomies of agglomeration
and increase in export share tend to be
centrifugal.

According to Krugman and Livas
[1996], transport costs are minimised
when firms produce mainly for a
domestic market, by locating close to
consumers. Strong forward and back-
ward linkages are formed that lead to
agglomeration economiesin historically
advantaged regions. However, when
external trade is liberalised, producers
shift from domestic to international
markets, forward and backward linkages
are weakened, reducing the centripetal
forces of agglomerations, and firms can
disperse, creating a core-periphery
model. Paluzie[2001, Pp. 67-85] showed
that this is not necessarily true. Modify-
ing theKrugman and Livas[1996] model
of New Economic Geography, this
anaysis showed that when labour is

JOURNAL OF INDIAN SCHOOL OF POLITICAL ECONOMY

JULY-DEC 2022

mobile within countries, protectionist
policies do not cause regiona imbal-
ances. Also, liberalisation of trade
actually accrues most to regions with
some initial advantage, reinforcing
existing agglomerations.

Empirical work by Sjoberg and
Sjoholm [2004, Pp. 287-310] and Chak-
ravorty et. a., [2005, Pp. 331-353] sheds
light on the difficulties of reconciling
these theoretical constructs with reality.
In an interesting study on India, which
comes closest to the analysis we will
present here, Chakravorty et. a., [2005]
looked at firm level data for locations
within some metropolitan regions and
concluded that land market rigidities
trump localisation economies. In fact,
state intervention in land markets is the
major centripetal force that aids
agglomeration formation and has the
greatest influence on firm level location
choice. The §6berg and Sj6holm [2004]
study of Indonesia showed that industry
did not disperse during amajor period of
trade liberalisation, and in fact, existing
agglomerationsgrew rapidly. They point
at the spatial configuration within the
country, historical advantages and issues
of access to provide possible explana-
tions. Basically, the Paluzie [2001] con-
clusions seem to be borne out by these
studies.
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Most empirical work on industrial
clustering relies on data defined by
administrative boundaries and usestools
such as the Herfindahl index or Moran's
| [Chakravorty and Lall, 2007; Zhang et.
al., 2008]. These methods use some
attribute of the plants, such as employ-
ment or financial parameters, to study if
plants with similar attributes locate
together, with the geographical extent
being defined by administrative bound-
aries.

Thispaper iswrittenintwo parts. Part
| studies the geography of industrial
locations, while Part |1 studies the
geography of rea estate developments
and manufacturethat uselargeland areas.
Datais taken from a single source, over
the sametime period. We present, in two
parts, an analysisthat doesaway withthe
confines of administrative boundaries,
using locationsof individual plantsalone
to construct a spatio-temporal density
based (not attribute based) picture of
location choice. We show how dominant
concentrations cut across regions, and
bind together transcending state policy
initiatives. We also show that there are
indeed conditions under which signifi-
cant geographical dispersal can take
place, even as the cores of the
concentrations grow. On the other hand,
we examine the development of new
locations and show that they have strong
local imperatives, and can be explained
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only to alimited extent by any existing
economic model. An economic geogra-
phy approach is necessary to understand
how they develop. Many of these
processes operate simultaneously intime
over different geographical scales.

In Part I, Section 2 gives the details
of thedatabase used anditscontext within
the overall Indian manufacture scenario.
Section 3 gives the analysis of spatio-
temporal evolution of plant location,
linking the case of dispersal of industrial
location to macroeconomic parameters,
and the essential role played by large
urban agglomerations in the economic
geography of industrialisation withinthe
core - periphery picture. Section 4 iden-
tifiesgeographical clustersfromtheplant
level location data, their evolution over
time, and processes by which new loca
tions might be developing. Section 5
analysestheimpact of plant clustering on
employment in the formal sector man-
ufacture by linking the plant location and
product data to employment data from
Annual Surveys of Industry to show that
clustering in employment follows plant
clustering, and dispersal usually takes
place in products that require lower skill
levels. Section 6 takes up theissue of the
role played by local factors in the
development of new locations, or the
decline of existing oneswithin the same
time period, in the same state, governed
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by the same policy and economic envi-
ronment. Interview based studies in two
locations in Maharashtra give insights
that greatly complicate the theorising of
industrial location choice, cluster for-
mation and employment generation. The
role of land availability, state level
vigilance regarding the performance of
industrial locations, the role played by
inter-state competition, aong with
broader factors of technology changesin
manufacture are brought out to show that
location models can go only so far in
creating a policy direction for govern-
ments. Ultimately, close monitoring,
engagement with local entrepreneurs,
and long range planning are required to
successfully not only keep industrial
development within the state, but also to
keep it on the growth path. Section 7
summarise and concludes Part 1.

Given the pivotal role of urban
agglomerations in the industrial geogra-
phy of India in Part I, we take up a
geographical analysisof thedevel opment
of large land area projects for housing,
manufacture and services in India over
the past 20 years. It attemptsto establish
an evidence base for their location
choices and how they correlate with
trends in employment and preferential
location of State provision of infrastruc-
ture and basic amenities. This study uses
datafrom Projects Today, along with the
Population Census of India and Special
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Economic Zones. The study is based on
for locations such as Hyderabad in
Telangana State, and Jamshedpur and
Bokaro in Jharkhand State. Interviews
with State Government and industry
officias in Jharkhand, along with those
with representatives of large real estate
developers are used to understand how
location choicesarelinked to State action
on infrastructure and basic amenities.

We now turn, to begin with, to plant
level analysis of manufacturein India

1 Plant Level Analysis of
Indian Manufacture;

Thebasisof theanalysisisplant level
location data from 2002 to 2018 for the
formal sector, registered manufacture
from Projects Today (2002-2018). The
data gives a geographically uniform
sample of all new plants that were com-
pleted in each year. It gives the date of
completion, address of the plant, and the
product that will be manufactured sothey
canbeclassified at the2-digit level asper
the standard National Industrial Classi-
fication [2008] followed by Annual
Surveysof Industry. However, we have
neither employment nor data such as
output and finances about these plants
since these are newly completed plants.
What we do have isareveded timeline
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of location choice and type of product
when the location choice was made and
what the plant would produce.

We have used geo-spatial tools such
as the Quantum Geographic Information
System softwareand Google Application
Programming I nterfacetool stolocatethe
completed manufacturing plants on the
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map of India by geo-locating their
addresses into alatitude - longitude pair.
Doing this opens up a wide array of
geo-temporal analyses without any ref-
erence to administrative boundaries. We
then look at what this datarevealsin all
itsavailabledetailsand thentry toseeinto
whichtheoriesthey fit, towhat extent and
how.

Figure 1. Number of Completed Projectsin Manufacture (Manufacture PT) and Real Estate
Construction (Real Estate PT) from Projects Today (PT) and Active Manufacturing Companies
Registered in each Year (Ministry of Corporate Affairs, Gol) (MCA_MNF) from 2001-02 to 2017-18

16000
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12000

10000

Active Manufacturing Companies Registered (MCA)

1200

1000

800
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g ICA_MNF =g Manufacture_PT ===@ ==:Real Estate_PT

Source: Projects Today and Ministry of Corporate Affairs, Gol.
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To make sure that the sample from
Projects Today represents a reasonable
picture of new formal sector manufac-
turing developments in India, we have
used datafrom the GOI [2002-2018] that
gives number of active manufacturing
companies registered every year. Figure
1 gives 3 time series. number of com-
pleted manufacturing plants and real
estate projects from Projects Today and
number of active manufacturing com-
paniesregistered. Thoughthepeaksinthe
period 2009-10 to 2013-14 in data sets
from Projects Today and company reg-
istration are slightly shifted, the Projects
Today sample appearsto be areasonable
representation of new registrations dur-
ing this period.

Map 1 givesthe actual plant locations
of the Projects Today data for all com-
pleted manufacture plants from 2002 to
2018. It isclear that the distribution of
manufacturing in India is heavily clus-
tered. There is broad preference for a
north-west - west - south alignment to
these locations. The east, except for a
patchin West Bengal is not the preferred
area. Also, all southern states with sig-
nificant concentrations of plants show
severe regiona disparities. Map Al
(Appendix) shows that while road infra-
structure is necessary for plant location,
itisby no means sufficient. For example,
Uttar Pradesh, Bihar and eastern Maha
rashtra appear to have dense highway
infrastructure, but low incidence of plant
location.
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The obvious concentrationsin Map 1
areall centred around large metropolitan
cities; Delhi, Chandigarh and Ludhiana
in Punjab, Ahmedabad and Surat in
Gujarat, Mumbai, Thane and Pune in
Maharashtra, Hyderabad in Telangana,
Chennai and Coimbatore in Tamil Nadu
and Bangalore in Karnataka. In the east
there is only Kolkata in West Bengal.
There are two corridor locations, one in
coastal Andhra Pradesh, and another
between Ahmedabad through Surat in
Gujarat to Mumbai in Maharashtraalong
the west coast. It is clear that there are
two other corridor developments taking
place: from Pune, Maharashtra towards
Hyderabad, Telangana to the east, and
towards Bangalore, Karnataka, to the
south, and from Bangalore, Karnataka
towardsChennai, Tamil Naduto the east.
The region between Chennai and Coim-
batore in Tamil Nadu is aso seen to be
preferred significantly. There is some
corridor development along the eastern
edge of Rgasthan, aong the Dehi -
Mumbai highway. This patternin Map 1
overlaps with the pattern giving district
share of al India Other Workers (non-
agricultural) in the Population Census
2011 [GOI, 2011] shown in Map A2
(Appendix). But the match is even better
with the pattern in Map A3 (Appendix)
of district share of al Indiaworkersin all
hiring non-agricultural enterprises from
the Economic Census of 2013 [GOI,
2013] which leaves out most of the
unorgani sed sector, and ismore pertinent
to the sample in Projects Today of reg-
istered manufacture.
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Map 1. Location of completed manufacturing plantsfrom Projects Today from 2002 to 2018, with
states of India (Total plants= 7232)

Jammu & Kashmir

ArunachalP

Andamarfg Nicobar

Lakshadweep

Source: Author’s calculation from Project Today data.
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2 Spatio-Temporal Evolution of
Plant L ocation

That Indian manufacture has contin-
ued to be spatially concentrated over the
period 2002 to 2018 is clear from these
patterns of locations of new plants. This
data gives us the opportunity to see how
this pattern has evolved over time. In
order to do this analysis, we form 3
groups for different time periods based
on the manufacturing curve in Figure 1
asfollows:

Time period 1 - Group 1: 2002-03 to
2007- 08 (1343 factories, 6 years)

Time period 2 - Group 2: 2008-09 to
2012-13 (4246 factories, 5 years)

Time period 3 - Group 3: 2013-14 to
2017-18 (2151 factories, 5 years)

Total plants = 7740
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Group 2 period saw a peak in terms
of new factory completion, Group 1 saw
agrowth, and Group 3 anear precipitate
decline by 2017-18.

A State and year group-wise per-
centage shares of all plant locations
(Table 1) shows that Gujarat has the
largest share of these locations. It has a
similar share when compared with
Maharashtrain the 2nd time period while
inthe3rdperiod, itissharekeepsgrowing
while that of Maharashtra slows down
considerably. Most of the growth in
Gujarat during the 2013-18 has been
driven by chemical and textiles indus-
tries. The 6 southern States of Maha-
rashtra, Telangana, Andhra Pradesh,
Karnataka, Tamil Nadu and Keralamade
up 42.54% share of total plants. Bihar is
the only State that keeps growing
throughout the entire three time periods
even though, in totality, it had a very
small shareintermsof industrial location.
We will come back to this observation
later in the paper.
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Table 1. State and Year group-wise break-up of percentage share of new plant locations
in descending order of total (2002-18) share

State Group 1 Group 2 Group 3 Tota
2002-08 2008-13 20013-18 2002-18
(1) (2 (3 (4 (5

Gujarat 1.99 7.67 7.09 16.76
Maharashtra 2.53 7.84 441 14.79
Tamil Nadu 271 4.48 1.95 9.14
Karnataka 1.62 3.06 1.82 6.51
Andhra Pradesh 1.08 2.95 2.22 6.25
West Bengal 1.62 251 1.25 5.38
Telangana 1.30 2.58 1.10 4.97
Uttar Pradesh 1.18 219 127 4.64
Uttarakhand 142 2.75 0.30 4.47
Rajasthan 0.75 1.99 1.38 413
Haryana 0.91 1.95 1.20 4.06
Madhya Pradesh 0.43 1.95 111 3.49
Punjab 0.68 127 0.73 2.68
Himachal Pradesh 0.95 0.75 0.13 184
Odisha 0.21 0.88 0.48 1.58
Bihar 0.03 0.41 1.00 144
Chhattisgarh 0.46 0.64 0.33 142
Assam 0.19 0.57 0.53 1.28
Dadara & Nagar Havelli 0.31 0.65 0.19 115
Kerda 0.30 0.41 0.17 0.88
Jharkhand 0.20 0.34 0.17 0.71
Jammu & Kashmir 0.20 0.41 0.09 0.70
Goa 0.14 0.21 0.04 0.40
NCT of Dehi 0.07 0.21 0.11 0.40
Daman & Diu 0.11 0.19 0.03 0.33
Puducherry 0.07 0.10 0.04 0.21
Meghalaya 0.04 0.04 0.06 0.14
Sikkim 0.06 0.03 0.09
Tripura 0.06 0.03 0.09
Arunanchal Pradesh 0.04 0.04
Manipur 0.01 0.01
Mizoram 0.01 0.01
Nagaland 0.01 0.01
Tota 21.53 49.19 29.29 100.00

Source: Author’s calculations from data given in Figure 1
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Gujarat was3rdinnew plant locations
during Group 1 phase, but went on to
attract a large proportion of plants in
Groups 2 and 3, overtaking Tamil Nadu
and Maharashtra. Gujarat and Bihar are
the only states that show a sustained
increase in new plants over the entire
period. All other states saw increased
locations in Group 2 and then decline
during Group 3 phase.

Spatially, we are in a position to
postulate from the pattern emerging in
Map 1 that most major concentrationsare
anchoredto metropolitanareas. Usingthe
Euclidean distance between the geo-
graphical centroid of major citiesand the
plants as the basic distance metric, we
choosearadiusaround each city to define
its effective range of ‘agglomeration
influence’. Within this radius, we calcu-
lated quartiles of the distribution of dis-
tance from the city to the plants (Table
2). We then provided weights to the
interquartile distance by the number of
plants in each range, normalised this by
the maximum distance of the distribution
and plotted these to understand the tem-
poral dynamics of regarding location
choices, i.e,,
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Plant_Share = % share of plants in the inter-
guartile range of total plants in the radius of
agglomeration influence

Weighted Occupancy = Interquartile Distance
(km) * Plant_Share / Maximum Distance (km)

We undertook this analysis for three
major metropolises; Mumbai, Chennai
and Delhi. Their agglomeration impact
radii are defined asfollows:

Mumbai: 400 km radius of agglomera-
tion influence, covering the relevant
portion of state of Maharashtra and the
Union Territory of Dadra and Nagar
Haveli on its northern border

Chennai: 350 kmradiusof agglomeration
influence, covering relevant portions of
Tamil Nadu and Andhra Pradesh

Delhi: 400 km of radiusof agglomeration
influence, covering relevant portions of
the states of Uttar Pradesh, Haryana,
Raasthan, Madhya Pradesh, Uttarak-
hand, Himachal Pradesh and Punjab.

These radii of agglomeration influ-
ence were chosen to cover the state in
which the city islocated, and portions of
adjoining states that are seen to form a
continuum of locations of new plants
from Map 1.
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Table 2. Quartiles of distribution of distance of plants from city within
radius of agglomeration influence for each year group

City Year Minimum Q1 Median Q3 Maximum

) &) (©) 4 ©) (6) )
Mumbai 2002-08 3.05 54.98 115.33 156.45 351.64
Mumbai 2008-13 3.16 82.26 130.87 258.85 398.54
Mumbai 2013-18 174 109.00 153.53 258.85 385.45
Chennai 2002-08 111 30.11 254.17 288.50 348.73
Chennai 2008-13 111 42.01 210.02 289.04 349.42
Chennai 2013-18 3.26 49.25 139.85 281.42 346.74
Delhi 2002-08 9.39 67.33 197.88 259.07 397.22
Delhi 2008-13 7.86 62.14 153.59 235.17 398.65
Delhi 2013-18 7.86 43.73 111.38 255.72 399.53

Source: Author’s calculation from Project Today data.

Weighting the interquartile distances
with respective plant occupation share
and normalising with the Maximum
gives us the real picture of how location
choices were made in these periods.
Table 3 gives the interquartile distance,
plant share and weighted occupancy and
Figures 2, 3 and 4 give charts for
weighted occupancy for the 3 metropo-
lises.

The period 2008-13 in which the
number of new industrial plants com-
pleted peaked, aso saw an effective
dispersa of industry, relative to the
nearest metropolis. It is remarkable that
thishappenedinall quartileranges. From
being close by to being far away, al
scalesin a 350 to 400 km radius of these

citiesshowed increased incidence of new
location. In other words, the core grew,
and simultaneously the periphery was
pushed outward bringing in new areas
into the agglomeration influence radius.
What is even more remarkable isthat in
the third period, 2013-18, as number of
new plants declined, their locations
contracted geographically. The new
locations retreated inward, toward the
agglomeration. The outer periphery,
which had seen more new locations
during 2008-12, were no longer consid-
ered attractive. The whole process
contracted geographically and with the
number of new plants declining, their
locations came shifted inward towards
the metropolis.
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Table 3. Interquartile distance, plant share and weighted occupancy of distribution of distance of plants
from city within radius of agglomeration influence for each year group

City Y ear Group Q1-Min Median-Q1 Q3-Median Max-Q3
@ @ (©) ) ® (6)

Interquartile Distance (km)

Mumbai 2002-08 51.93 60.35 41.11 195.20
Mumbai 2008-13 79.10 48.62 127.97 139.69
Mumbai 2013-18 107.25 4453 105.32 126.60
Chennai 2002-08 29.01 224.05 34.33 60.23
Chennai 2008-13 40.90 168.01 79.02 60.38
Chennai 2013-18 45.99 90.60 141.56 65.32
Delhi 2002-08 57.94 130.55 61.19 138.15
Delhi 2008-13 54.28 91.45 81.58 163.48
Delhi 2013-18 35.88 67.65 144.34 143.81
Plant Share (%)
Mumbai 2002-08 492 4.62 472 472
Mumbai 2008-13 13.76 12.45 13.25 12.55
Mumbai 2013-18 7.63 7.13 9.34 492
Chennai 2002-08 6.91 6.02 6.47 6.47
Chennai 2008-13 12.37 11.15 11.71 11.71
Chennai 2013-18 6.91 6.69 6.80 6.80
Delhi 2002-08 6.64 6.64 9.47 3.75
Delhi 2008-13 13.43 12.44 12.72 12.86
Delhi 2013-18 6.01 5.23 5.30 10.81
Weighted Occupancy
Mumbai 2002-08 0.73 0.79 0.55 2.62
Mumbai 2008-13 2.73 1.52 4.26 4.40
Mumbai 2013-18 212 0.82 255 1.62
Chennai 2002-08 0.57 3.87 0.64 1.12
Chennai 2008-13 1.45 5.36 2.65 2.02
Chennai 2013-18 0.92 1.75 2.78 1.28
Delhi 2002-08 0.97 2.18 1.46 1.30
Delhi 2008-13 1.83 2.85 2.60 5.27
Delhi 2013-18 0.54 0.89 1.91 3.89

Source: Author’s calculation from Project Today data
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Figure 2. Weighted Plant Occupancy for Mumbai (radius 400 km)
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Source: Author’s calculation from Project Today data.

Figure 3. Weighted Plant Occupancy for Chennai (radius 350 km)
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Figure 4. Weighted Plant Occupancy for Delhi (radius 400 km)
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Source: Author’s calculation from Project Today data.

Manufacturing industries that dis-
persed the most produced, in descending
order, food and beverages, chemical
products, basic metals, non-metalic
mineralsand, toasmaller extent, textiles.
Industries requiring more skilled labour
such as electronics and electricals, phar-
maceuticals, vehicle and transport, etc.,
stayed within the core of the
agglomeration. The expanded periphery,
largely in rural areas or smaller urban
centres, saw relatively lower skill
requirement for the dispersed plants. Itis
most likely that these industries would
have good accessto rural markets. Some
sense of thiswas given in Ghani et. al.,

—— Q1-Min
—>— Median-Q1
—&— Q3-Median
—— Max-Q3

2013-18

[2012]. Though done for a different
period, 1989-2005, they concluded that
the formal sector manufacturing was
becoming ‘less urbanised’, while the
unorganised sector was becoming ‘ more
urbanised'.

We aso looked for some macroeco-
nomic indicator of the broader economy
that can explain the context of the basic
pattern of new plants in Figure 1. We
observed that it is quite ssimply the GDP
growth rate Figure 5 gives the results for
GDP for India at 2004-05 base year.
According to industry owners, amedium
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to large size industria plant takes any-
where from 2 to 4.5 years from
announcement to completion  of
construction, depending on the com-
plexity of civil and machinery require-
ments. Thisfitsin well with the forward
shift of the completed plants curve from
the GDP growth curve. Decisions are
made about investing in new plants in
good yearsand many of them arelocated
indispersed areas, wheretherisk of being
further away from the main market is
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perhaps dlightly higher. But since eco-
nomic prospects look bright, they are
considered worth taking. Given the fact
that their skill requirement is low and
rural marketspick upingood times, these
are not difficult decisions to make. It is
also possible that this investment has a
strong local flavour, with local entre-
preneurs sensing a good opportunity to
set up businesses as we will show in
Section 6.

Figure 5. GDP growth rate (2004 - 05 base) for India and number of completed plantsin each year
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Source: Author’s calculation from Project Today data, GDP data from Reserve Bank of India.
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The issue of land regulation brought
up by Chakravorty et. a., [2005] is more
complex. In good years, land price or
availability may not beimportant factors.
But for cores to grow and locations to
contract towards metropolises in poor
years, when higher land prices prevail,
might seem counter-intuitive. But it is
clear that |and price and transport cost are
secondary issuescomparedto markets. In
low times, itispossiblethat rural markets
arealso low, so capita reliesonthefairly
steady al-weather urban markets, and
continues|ocating near them. With states
creating industrial estates by acquiring
land and providing water and power, itis
possiblethat the dispersed locationshave
easy accesstothesefacilitieslocaly. Itis
also noted that industrial location outside
industrial estatesis most prevalent close
to and within agglomerations, rather than
in distant areas. Municipa corporations
routinely take zoning decisionsto modify
existing guidelines to accommodate
demandfromindustry. Sonot only island
available, it is being used at relatively
high prices in and close to agglomera-
tions, both in good and poor economic
periods. In some sense, urbanisation
economies and urban markets trump all
other considerations.  Urbanisation
economiesinclude not only accessto the
urban market, but also amixed industrial
environment, varied labour pool, ser-
vices, but also most importantly, urban
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amenities for the workforce. Transport
costs for intermediate inputs and raw
materials become secondary consider-
ations, when the location externalities
maximise returns.

The overal performance of the
economy as a whole and its perceived
prospects in the medium term seem to
play a crucia role in location decisions
which give rise to dispersal. When the
outlook is positive both processes take
place simultaneously, cores of concen-
trations become more dense, while the
periphery also pushes outward and gets
more populated, in effect, increasing the
influence area of the urban agglomera-
tion.

In order to quantify the place of the
metropolisin the location preferences of
industry, we did a small geographical
calculation for Other Workers GOI
[2011]. We measured the Euclidean
distance of the centroid of the metropolis
to the centroids of districtsaround it. We
attributed the percentage share of district
Population Census Other Workersin the
respective State total to these centroids.
Then plotted the cumulative share of
Other Workers as one travels away from
themetropolisinwideningcircles. Figure
6 gives the results.
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Figure 6. Cumulative district % share of Statetotal of Other Workers (Population Census 2011) with
distance from main agglomer ation
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Source: Author’s calculations from Population Census 2011 data.

This exercise has been done for
Bangalore (within state of Karnataka),
Mumbai (within state of Maharashtra),
Chennai (within state of Tamil Nadu),
Calcutta (within state of West Bengal),
and using Delhi asthe metropolis, within
the states of Haryana and Uttar Pradesh
have been plotted (distancefrom Delhi is
normalised to the nearest district in these
states). It becomes clear that the cumu-
lative share of Other Workers reaches at
least 40% within 200 kms of the
metropolis. In Maharashtra, this share
reaches 50% by 200 km from Mumbai
and 80% by 350 km, showing theseverity
of regional imbalance within the state,

and its western heft. The sameisseen in
the case of Calcutta and West Bengal,
with 80% share reached within 200 km.
In Haryana, Other Workers take 60%
sharewithin 100 km from its border with
Delhi. One of the more linear profilesis
for Tamil Nadu (Chennai). And giventhe
wider dispersion that theplant datashows
in different parts of this State (refer to
Map 1), thisfitsin the picture of a State
as widely urbanised with perhaps the
least regional inequality among the more
industrialised states.

Thisdemonstration of the primacy of
agglomerations agrees broadly with the
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conclusionsof Chakravorty et. al., [ 2005]
that more than localisation, it is urbani-
sation economies that matter for indus-
trial location. It quantifiestheir influence
radii, and also supports the choice of
these radii for different metropolises in
thegeographical analysis. Italsoexplains
the broad economic impetus that creates
the simultaneous processes of core
growth and dispersal.

3. Cluster formation in
manufacturing industry:

Another typeof analysisthat candone
with the plant level data from Projects
Today isto examineif thereissignificant
cluster formation, and the size, shapeand
locations of these clusters. Industria
clustering is broadly understood to mean
a dense and geographically closely
situated collection of industrial plants.
Marshall [1890] analysed ‘industrial
districts, Jacob [1969] linked such
clustersto existence urban centres, Porter
[2000, Pp. 77-90] attempted to define a
cluster in terms of its component
firmg/activities. However, Martin and
Sunley [2003, Pp. 5-35] pointed out that
none of these studies actually prescribed
how to define the geographical extent of
acluster (in kms). They also pointed out
that while clusters did confer certain
advantages on firms within them, they
also had disadvantages, such as labour
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cost inflation, inflation of land and
housing cost, and widening of income
disparities.

In this section we take up the task of
quantifying the geographical size of
cluster of the Projects Today plants, their
locations and properties. This anaysis
can aso help to study the areas of eastern
India that are far away from major
agglomerations, but might still have
developedindustrial clustersin preferred
regions.

We use the agorithm of Density
Based Spatial Clustering of Applications
with Noise (DBSCAN) [Ester et. 4.,
1996, Pp. 226-231] to identify clusters
using locations of individual plants. This
method does not restrict the shape of
clusters, does not require number of
clusters to be specified, and deals very
well with outliers or noise (non-cluster)
points. Since it is a density-based algo-
rithm, it is particularly suitable for the
analysis of plant locations.

DBSCAN requirestwo input parameters:

Epsilon (km): Defines the radius of
interest around each point

Minimum Density Threshold (MinPts):
Number of points that must fall within
Epsilon of each point for it to be con-
sidered sufficiently dense.
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We have used the knee point method*
to calculate Epsilon for the three year
groups and the full data set, and the
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optimum value for MinPts. These values
for the three year groups and for the full
period are given in Table 4 asfollows:

Table 4. Cluster parametersfor all yearsgroupsand full period

Y ear Groups Epsilon (km) MinPts No. of % Non-Cluster
Clusters Plants
@ @ ©) 4 ©)
2002-08 95.28 13 10 10.56
2008-13 94.11 30 12 9.57
2013-18 96.96 23 13 11.66
2002-2018 64.89 30 17 9.61

Source: Author’s calculation Project Today data.

The clusters identified with this
method aregiven Map 2. The cumulative
result for cluster formation for the entire
time period 2002 - 2018 shows that as
plantsgot added over theyears, locations
became denser which meant adecreasing
Epsilon and increasing MinPts, thereby
giving rise to more clusters, many of
which were formed during the peak of
2008-13.

Map 2 given below shows that some
of the clusters are truly large and they
persist from one time period to another.
They are multi-state and multi-district
with alarge cluster around Delhi with a
19.37% of new plants, the west coast
cluster stretching from Mumba to
Ahmedabad with a 32% share of new
plants, the Chennal cluster with encom-
passing Bangal ore and Coimbatore with
a share of 14.72% share, and other

smaller clusters such as, the cluster in
coastal Andhra Pradesh and in around
Hyderabad in Telangana and the small
cluster around Calcutta. Some of these
are fixed features of the industrial geog-
raphy of India, and others have evolved
over many decades. Karan and Jenkins
[1959, Pp. 269-273] have plotted the
geography of industrial workersin India
If we compare their Figure 1 with Map
A2 (Appendix) of district share of Other
Workersfrom Population Census2011in
the Appendix in this paper, there is
remarkable overlap: the Mumbai - Pune
-Surat - Ahmedabad region in the west,
the Chennai - Coimbatore - Bangalore
region in the south, coastal Andhra Pra-
desh, and the region around Kolkata
extending into Jharkhand. The picturein
Map 1 from the Projects Today data
deviates from 1959 on two main fronts:
the decline of Kolkata and its surrounds
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Map 2. Clusters (DBSCAN) for each period and for theentire 15 years
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(including Jharkhand) and the area
around Kanpur as major industrial hubs,
and the significant rise of the border
regions of Delhi in Uttar Pradesh and
Haryana.

From this analysis, it was possible to
see clearly the dynamics of industrial
location in the eastern part of the country
where there are fewer instances of major
agglomerations, andindustrial locationis
sparse. But by 2018, in the aggregate,
Bihar hasasmall cluster around Patna. It
is made up largely of the food and bev-
erage industry. This cluster started
growing in the peak period of 2008-13
and unlike other locations, it continued
to grow even inthe downturn of 2013-18
and has become a small but significant
location (also seen in Table 2). Thisis
also true of Lucknow in Uttar Pradesh,
Guahati in Assam, Bhuvaneshwar in
Odisha and Bhopal in Madhya Pradesh.
They al had small clusters around large
regiona cities by 2018. If the logic of
dispersal taking place in good economic
times holds true, it is unlikely any more
new clusters will form in the current
economic conditions given the low GDP
numbers overall.

Having looked at the broad clustering
phenomena and their causes, we will
complete the analysis of the Projects
Today data by looking at the product
profile of the clusters and links to
employment generation.
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4 Clustering in Industry: Type and
Employment

In this Section, we will deal with the
issue of employment generation in the
formal sector industry. As mentioned in
Section 1, the Economic Survey [2015]
spoke of the possbility of de
industrialisation. The Projects Today
data does not come with employment
figures for newly completed plants, but
the product information is given in some
detail. It will be interesting to see if the
product typecanbeusedtoinconjunction
with worker data from Annual Surveys
of Industry data over this period to see
which of these plants are likely to create
the most employment, and which clus-
ters.

There is detailed information in
Projects Today data regarding the prod-
uct that each plant will produce. Wehave
used the Nation Industrial Classification
(NIC) 2008 scheme to assign a 2-digit
classification to each factory. Accord-
ingly, we usethefollowing classification
scheme:

15 - Manufacture of Food Products and
Beverages

16 - Manufacture of Tobacco Products

17 - Manufacture of Textiles

18 - Manufacture of Wearing Apparel
Dressing and Dyeing of Fur
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19 - Tanning and Dressing of Leather,
Manufacture of Luggage, Hand-
bags, Saddlery, Harness and Foot-
wear

Manufactureof Wood and Products
of Wood and Cork, Except Furni-
ture, Manufacture of Articles of
Straw and Plating Materials
Manufacture of Paper and Paper
Products

Publishing, Printing and Repro-
duction of Recorded Media
Manufacture of Coke, Refined
Petroleum Products and Nuclear
Fuel

Manufacture of Chemicals and
Products

Manufacture of Rubber and Plastic
Products

Manufacture of Other Non-
Metallic Minera Products

Manufacture of Basic Metadls

Manufacture of Fabricated Metal
Products, Except Machinery and
Equipments

20 -

21-

22 -

23 -

24 -

25 -

26 -

27 -
28 -

29 - Manufacture of Machinery and
Equipments (National Electric

Code (NEC)

Manufacture of Electrical Machin-
ery and Apparatus N.E.C.

31-
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34 - Manufacture of Motor Vehicles,
Trailers and Semi-Trailers

35 - Manufacture of Other Transport
Equipment

36 - Manufacture of Furniture; Man-
ufacturing N.E.C.

Table 5 gives the breakup of the
industry types in the Projects Today
factories. With small variations, this
order of the industry typeis persistent in
al 3 period groups. The only source of
datathat iscompatible and can beused to
link this profile with employment is the
Annual Surveys of Industry data (ASl)
[GOI, ASI, various years]. We use
ranking to highlight the consistency
between these two data sets. Werank the
following in descending order for the
2-digit classification:

Number of factories in each year group:
Group 1 (2002-08), Group 2 (2008-13),
Group 3 (2013-18)

Number of factoriesin AS| for years:
2002-03, 2010-11, 2015-16

Number of workers in ASI for years:
2002-03, 2010-11, 2015-16

The ASl years have been chosen to be
representative of the Projects Today
period groups.
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Table5. Product typefor Projects T
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oday factories 2002-2018 sorted by

descending order of no. of new factories

NIC 2008 Industry Type Projects Today Factories
2-Digit
@ @ ©)
24 Chemicals and Pharmaceuticals 1479
15 Food and Beverages 1096
27 Basic Metals 896
17 Textiles 716
26 Nonmetallic Minerals 512
29 Machinery and Equipment 463
31 Electricals and Electronics 440
25 Rubber and Plastic 433
34 Motor Vehicles 341
28 Fabricated Metals 209
21 Paper and products 191
18 Wearing Apparel 151
36 Furniture and others 75
35 Other Transport 66
23 Petroleum and products 51
20 Wood and products 41
19 Leather and others 36
22 Publishing and Printing 32
16 Tobacco products 4
Total 7232

Source: Author’s calculation Project Today data.

In Table 6, we order the ranks of all
these variables by the rank of number of
factoriesin each 2-digit typein Group 1.
The ranking of number of factories by
2-digit classification varies dlightly
between Projects Today and ASI. How-
ever, the variation is mostly within the
top 10 ranks by Group 1.

Rank  correlation  coefficients
between number of Projects Today new

plantsand ASI factories and workers are
asfollows:
Group 1(2002-08) PT new plants& ASI 2002-03:

ASI Factories=0.78, ASl Workers=0.72
Group2(2008-13) PT new plants& AS| 2010-11:
ASI Factories = 0.85, ASl Workers=0.79
Group3(2013-18) PT new plants& AS| 2015-16:

AS| Factories= 0.84, ASI Workers=0.81
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Total period (2002-18) PT new plants & AS

2015-16:

AS| Factories=0.79, ASI Workers = 0.83

There is strong rank correlation
between number of new Projects Today
plants in each year group, as well as the
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entire period of Projects Today, and rank
of factories and workers in ASI years
representative of the groups. This shows
that along with factories, employment is
aso highly clustered, maintaining the
ranking of industry type by employment.

Table 6. Rank comparison between Projects Today (PT) industry typewith ASI,
in number of factoriesand workers

NIC Industry  PT Year ASI Fac ASl Workers
2-digit Type Group tories
Group1 Group2 Group 2002- 2010- 2015- 2002- 2010- 2015-

3 03 11 16 03 11 16
@ @ (©) 4 G 6 O © O W d
24 Chemicals and Pharma 1 1 1 4 4 5 3 4 3
27 Basic Metds 2 3 3 8 8 8 6 3 5
15  Food and Beverages 3 2 2 1 1 1 1 2 2
17 Textiles 4 4 4 2 3 3 2 1 1
31  Electricas and Electronics 5 8 8 9 9 10 12 12 12
26 Nonmetdlic Minerals 6 5 5 3 2 2 4 5 4
29  Machinery and Equipment 7 6 7 5 6 7 8 9
34  Motor Vehicles 8 9 9 14 12 12 10
25  Rubber and Plastic 9 7 6 7 7 6 11 10 10
18  Wearing Apparel 10 12 12 11 10 11 7 7 7
28 Fabricated Metals 11 11 10 6 5 4
21 Paper and products 12 10 11 10 11 13 16 16
36  Furniture and others 13 13 13 17 16 16 16 15 14
35 Other Transport 14 14 14 18 18 18 14 14 15
19 Leather and others 15 18 18 16 15 14 15 13 13
20  Wood and products 16 17 16 13 14 15 19 19 19
23 Petroleum 17 15 15 19 19 19 18 18 18
22 Publishing and Printing 18 16 17 12 13 13 17 17 17
16 Tobacco 19 19 19 15 17 17 5 11 11

Source: Author’s calculation Project Today data, and GOI, ASI, (for 2002-03, 2011-12, 2015-16.
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Table 7. Projects Today industry types by cluster and non-cluster regions 2002-18

NIC 2-digit Industry Type Cluster Non-cluster Total
@ @ ©) 4 ©)
24 Chemicals and Pharma 1337 114 1451
15 Food and Beverages 866 193 1059
27 Basic Metals 771 82 853
17 Textiles 648 52 700
31 Electricals and Electronics 436 19 455
29 Machinery and Equipment 413 18 431
26 Nonmetallic Minerals 395 99 494
25 Rubber and Plastic 378 33 411
34 Motor Vehicles 336 3 339
28 Fabricated Metals 192 10 202
21 Paper and products 166 17 183
18 Wearing Apparel 136 11 147
36 Furniture and others 70 4 74
35 Other Transport 63 3 66
23 Petroleum 42 9 51
20 Wood and products 37 4 41
19 Leather and others 31 3 34
22 Publishing and Printing 27 2 29
16 Tobacco 4 4

Total 6348 676 7024

Source: Author’s calculation Project Today data

If we now look at which industry
types form the clusters and which ones
dominate in the non-cluster regions,
Table 7 shows the spread. While about
the same order of industry types is
maintained in the cluster and non-cluster
regions, Food and Beverages and Non-
metallic Minerals tend to have a larger
presence in non-cluster regions. This is
quite logical since food, beverages and
brickshavelargerura markets, and brick

kilnsarealsolocatedlargely inrural areas
due in input requirements.

This analysis shows that along with
factories, employment in manufactureis
also clustering quite severely, creating
dense areas of formal sector workers. If
Ghani et. al., [2012] are right, and even
the informal sector is becoming more
urbanised, then theregional imbalancein
industrial employment in general looks
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tobeinadirestate. Wewill now examine
how local factors play a strong role in
determining success or failure in regard
to an industria location. The case study
undertaken relates to the State of Maha-
rashtra.

5Local Factorsin Location Decisions
in Mahar ashtra

We have seen in the preceding Sec-
tionsthatindustrial locationininfluenced
by overal economic conditions as seen
by their promoters. In good economic
times, both the cores and peripheries of
agglomerationgrow, whilein poor times,
there is atendency to retreat to the core,
to take advantage of urban markets.
However, these are broad conclusions.
This Section reports findings of a field
study donein Maharashtra to understand
how different locationsareinfluenced by
the same economic conditions and the
role played by local factors in creating
completely different outcomes over the
same period.

Maharashtra has been one of the top
industrial statesin India, as well as one
of the most urbanised. Inthe early part of
the decade of 2001-10, there was con-
vergence between the growth of existing
urban centres and their associated
industrial  activity, measured by
employment. Mumbai remained the
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preeminent centre of gravity of the state
but was faced with a declining industrial
profile and urban population growth.
Over time, industry had moved inland
from this coastal metropolisto adjoining
Thane, Pune on the eastern side of the
western ghats and smaller centresfurther
east such as Nashik, Aurangabad,
Ahmednagar, Kolhapur and Solapur.
These areas saw growing urban popula-
tions along with industrial growth.

We used data from two Economic
Census in 1998 and 2005 [GOI, 1998;
2005] to understand the details of how
industry, its location and employment
behaved over this period. This particular
period was not a good time for industry
in Maharashtra from the employment
perspective.” Employment size of large
factories declined and most growth in
numbers was in the owner operated
category, followed by thosewithup to 10
workers. This phenomenon, however,
did not lead to an aggregate growth in
employment, which either declined or
stagnated. The rea growth in employ-
ment was in the service sector with
trading being a large contributor. The
number of manufacturing enterprises
(registered and unregistered) during 1998
and 2005 (Economic Census) increased
by 14.77%, largely those employing 0-10
workers, with al other categories show-
ing negative growth. However, number
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of total workers dropped by 9% and
number of hired workers by about 12%.
Thiswasalso the period in which theuse
of contract workers became standard
industry practice and their numbers
increased by leaps and bounds. From
1998 to 2011, ASI data (on registered
enterprises) showed that contract work-
ers in manufacture increased by about
200%, going from 1.32 lakhs to over 4
lakhs, while directly employed workers
declined by about 4%. ASl data also
shows that over these years, large
industry had continued to employ on an
average about 57% of al industry
workers, regular and contract, and pay
about 70% of all wages, eventhoughtheir
per unit employment had fallen.

Map 3 shows the overlap of district
share of all India Other Workers [Popu-
lation Census, 2011], Projects Today
plant locationsand locations of industrial
infrastructure created by the M aharashtra
Industrial  Development Corporation
(MIDC), a parastatal of the State gov-
ernment. Creation of industrial estatesby
the states is a common policy across
India. It is meant to ease the entry of
capital into the state by keeping land and
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related industrial infrastructure ready to
be leased. It is aso used to direct
investment into areas of low industriali-
sation by offering incentives in addition
to land and other amenities. The State
spends significant resources in creating
thisinfrastructure.

However, as seen from Map 3, there
has been little impact of thispolicy when
it comes to directing enterprises to low
industrialised regions of the state. The
central and eastern parts of the state are
very sparsely populated by new industrial
plants by 2018.

Such persistent regional imbalancein
creating non-farm employment led us to
pose questionsthat could possibly lead to
some understanding of the processes that
influence such persistence.

The following questions were asked:
1 Do all regions, districts and loca-
tions within the state behave
roughly in a way similar to the

aggregate picture?

2 If they do not, why not?
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Map 3. Projects Today plants, MIDC Estates, and district % share of all India Other Workers

(Population census 2011) for Maharashtra state
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The function of the State, both State
and Centra governments, in India
changed fundamentally with the reforms
of 1991 [Saikia, 2009] The State with-
drew from its function of the geographi-
cal control over where capital should
locate. Among the many
characterisations of the reforms, its geo-
graphical aspect remains perhaps the
least appreciated, that industrial policy
was no longer in the domain of state/na-
tional development policy for lagging
regions. The two had decoupled and
capital was given freedom to locate at
will, wherever it found the most
increasing returns. This had the effect of
putting individual States in charge of
managing their own industrial develop-
ment. However, there was now a funda-
mental re-working of the relationship
between State governments and capital.
Where the State could dictate certain
terms before, now capital could make
somedemands of the state, if it wanted to
encourage industrial investment. States
were more focused on attracting indus-
trial investment, evenif it meant allowing
capital to locate where they could
maximise returns. As shown by Saikia
[2011, Pp. 197-214], this has led to
increasing existing concentrations, at the
cost of addressing regiona imbalances.
The previous section, giving analysis of
locations, shows the results of this
changed dynamic.
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Economic literature [World Devel-
opment Report, 2009] giving primacy to
urban metropolises in GDP growth, the
inevitability of industrial concentrations
around such locations, the role of such
growth in increasing overall income and
reducing poverty, and therefore by
implication, the lack of a necessity to
even characterise regional imbalance as
something that policy should address,
helped State policy makersto swingtheir
attentiontoattracting capital thebestthey
could.

What was the geography of the
response of entrepreneurs and industrial
investors to this changed system? The
aggregate picture outlined above says
little changed and if anything, became
more of the same with existing concen-
trations growing further. The western
districts of Maharashtra continued to
hold primacy. The decline of Mumbai
could be explained by increasing costs
and lack of space to expand, whichinits
turnexplained theriseof adjoining Thane
and Pune (and their rural peripheries).
However, upon closer inspection, some
interesting stories of individual locations
behaving quite differently from the
average emerged. Of these, weexamined
two districts Jalna and Nashik (see Map
3).
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The Economic Census [GOI, 1998;
2005] datafor the years 1998 and 2005
was used to initially identify these two
districts. Significant disparities in their
trajectory of industrial devel opment were
noticed and accordingly field work was
undertaken to understand the root causes.
This work was done during the period
2012-14, and is being reported here to
show that location choices have many
facets, some of them extremely local.
Some of the insights were updated in
2020 with earlier respondents.

Jalna is a backward district in the
middle of the State of Maharashtrain the
eastern part of Marathwada. Jana is
largely atrading town. Itisoneof the 10
least developed districts in Maharashtra
as gauged by its human development
index [GOM, 2012] This perennially dry
district is the home of one of the most
successful seed companies in India,
Mahyco which has its research centre
located there. Milling of pulses and ail,
and tobacco processing were the main
businesseshereuntil 1998 when one steel
rolling mill began operations employing
about 60 workers. By 2005, there were
36 scrap to steel processing units and
rolling mills, each employing more than
50 workers. Jalna’s agricultural produce
processing industry has grown as well.
However, the focus will be on the steel
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mills, al of which are located in the
MIDC estatesadjoining thetown. Thisis
our first case study.

Nashik city situated about 220 kms
north-north east of Mumbai, just past the
western ghats, is a much larger city than
Jalnaand known for itsfertile hinterland
engaged in horticulture and other pro-
duce. Thedistrict isamong the top 10 on
the human development index of
Maharashtra. A famous pilgrimage
centre, it also had large public sector
industries like Hindustan Aeronautics
and National Security and Currency
Presses, all of which made Nashik an
industrial town by the end of the 1960’s.
Withthedevelopment of twolargeMIDC
estates adjoining the city limits, Nashik
soon had a mix of diverse types of
industry, and was well known for lug-
gage, electrica goods, auto and phar-
maceuticals. Many multinationals made
Nashik their base over the years. In other
partsof thedistrict, Ma egaon and Sinnar
are smaller industrial locations. The dis-
trict also boasts of wine producers. This
apparently thriving district showed a
deep decline in industrial employment
during the period 1998 to 2005. From
having 523 units with more than 50
workersin 1998, the numberswent tojust
165 of such industries in 2005, with a
40% drop in total employment. This can
be seen to have happened to some of the
biggest employers in 1998: textiles,
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leather goods, chemicals, fabricated
metals, rubber and plastics, motor
vehicles, other transport equipment. The
only growth that took place wasin basic
metals (steel and rolling mills) and elec-
trical machinery. Nashik went from
having 7.4% of the total manufacture
employment in the state in 1998, to just
4.8% in 2005.

To answer the first question, not all
locations in the State followed the same
pattern showing overal decline largely
defined by the three big ones, Mumbai,
Thane and Pune. Jalna bucked the trend,
andNashik slidfar morethantheaverage.
An old established hub on the decline,
and new growthinanunlikely place, both
mediated by the same set of policiesand
economic conditions.

To answer the second question as to
what factors could result in such indus-
trial behaviour in these two districts, we
decided to go and talk to industry owners
in these districts to understand their
experience and observations. We mainly
interviewed industry owners, along with
labour contractors and consultants, and
trade unionists. We shall start with Jalna.

aJalna
Jalnais, in some sense, aclassic case

of the processes of localisation of
industry. According to Marshall [1890],
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localisation externalities include intra-
industry collaboration, reduced transport
costs for inputs as well as products, and
access to a specialised and therefore,
more efficient labour pool. Theselead to
better productivity of al firmswithinthe
location. In the late 1970's, a trading
family in Jalna educated their son to be
an engineer. They decided that to take
advantage of this new skill, it would be
goodto help him put upanindustrial unit.
Thus, they decided that it would beworth
their while helping him to work by
building up an industry. A family friend
informed them that he had obtained a
licence for a rolling mill (making con-
struction steel products from prefabri-
cated ingots) to be set upin Jalna. Hehad
applied for a license (Centra
Government was the licensing authority
then) for some other product, but had
been given one for a rolling mill, an
industry about which he knew nothing at
al. However, since an engineer wasto be
involved, he was willing to form a part-
nership, if they wished to come on board.
Land was available in the first phase of
theStateindustrial estate set up near Jalna
town, and that is when the partnership
became viable and the process of setting
up arolling mill started. The promoters
travelled all the way to Punjab, the then
centre of steel processing in India, to
learn the business of building a rolling
mill, and to buy the necessary equipment.
They never really looked back from this
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starting point. The incubation period of
steel in Jalna was rather long, about 20
years, till the end of the 1990’s. Follow-
ing this example, yet another group of
trader families’ with an engineer son
decided they would also start anindustry.
When they presented a proposal for a
pulse mill to alocal accountant for help
with  finances and  government
clearances, he told them that a steel or
rolling mill would be better. With the
existenceof acoupleof local rollingmills
reputed to be doing well, yet another set
of local entrepreneurs jumped into the
fray, travelling to Pune to learn the pro-
cesses of manufacturing. At this time,
there seemsto have been asensethat this
was an industry that could make red
profits while being located in Jalna, and
more and more trading based investors
came forward to become manufacturers.
In a short span of 7 years, 1998 to 2005,
36 mills cameinto existence. The cluster
had aturnover of about Rs. 6000 crore by
2012 There are 6 steel brands in this
cluster now. While they compete in the
market, for very large orders they can
come together to fulfil the demand.

Thiscluster formation processhasall
theclassicingredientsfor success: |abour
market pooling, provision of non-traded
intermediate inputs, and information or
technol ogical spill-overs. Inthe courseof
a set of riveting interviews with 8 firm
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owners, this whole story unfolded to us
like a classroom lecture in the theory of
localisation [Marshall, 1890].

Wenow turnto point out someunique
features of the development of steel
industry inJalna. Theroleof tradesurplus
being invested in industry is crucial.
Many families have come together to
sharetherisk and put uptheinitial capital.
Bank loans have been routinely
employed even with high interest rates.
There has also been a conscious effort to
acquire the latest technology to cut
energy and labour costs. The later
entrantsespecially, post 2003, reinvested
very large sumsinthiseffort. There have
also been significant cases of local tech-
nological innovations, almost all of them
related to reduction in energy costs,
which were then shared with others.

Other than having created the MIDC
estate near Jalnatown, this development
of the steel industry can be traced to no
other specific policy initiative of the State
government. The availability of large
land parcelsin the largely empty MIDC
estate has been useful since the rolling
mills require land to sort scrap and store
ingots and finished steel products.

Electricity costsconstitutesthelion’s
share of input costs at 60%. Labour isa
distant 5-7%. Other inputsincluding coal
consume the rest. Theindustry needs 24
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hour power supply since shutting down a
blast furnace is completely non-viable.
Once shut down, it requires months to
bring it back to optimum production
conditions. For several years from about
2005 onwards, furnace plants ran every-
day for 24 hours. The stability of dedi-
cated power supply within the MIDC
estate has been an absolutely crucial
factor for this. Thereappearsto havebeen
no shortage of power. Coal is used to
reheat ingots for rolling and comes from
Chandrapur, situated al the way in the
east on the Andhra Pradesh border. We
came to understand that there is some
thought of bringing in technology that
would help bypass the use of coa alto-
gether which might prove successful too.

Most of the labour for the steel
industry inJalnaisavailablelocally, from
withinthedistrict, and most of it hired on
a contractual basis. Only workers who
deal with the high heat conditions of the
furnacescome from Bihar or UP. Labour
union activity appearsto be very low and
there seemsto have been no real conflict.
It was interesting to note that there were
no hired managersworking in the plants.
Ownersrun their plants on adaily basis.
One reason given for this was that con-
trolling cost wasextremely important and
had to be managed on adaily basis, ajob
best not left to hired managers. Skilled
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labour requirement is low, again mostly
provided by families of the owners
themselves.

A network of transporters brings
scrap from all over the country, from
Mumbai, Kanpur, Hyderabad and
Chennal, to give just afew names. They
alsotake away finished steel. The market
for Jalna steel is mostly in the metropo-
lises of western Maharashtra, but product
is also sent to Chennai and Bangalorein
the south. Transport costs are factored
into the price of scrap on the one hand,
andthepriceof finished steel ontheother.
Transport contractors, who are mostly
local truck owners, handle all needs.
Road infrastructure could be better, but
its present condition has certainly not
hampered growth. In fact, transport cost
is not really a factor that the industry
owners are concerned with. This traffic
of both inputs and output using the same
transporters helps to create a no-empty
movement of vehicles that cuts costs for
al partiesinvolved.

A combination of strong local entre-
preneurship, local factors of land and
infrastructure, and location advantages
arethekey featuresemerging from acase
study of the Jalna steel industry.
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b Nashik

Unlike Jalna, Nashik is not a single
industry case. Broadly speaking, the
industrial map of Nashik can be said to
beoneconsisting of largeindustry andits
vendors ranging in size from medium to
micro, and associated services. There is
a combination of reasons, in such a sce-
nario, for the stagnation or decline of this
location. Each reason that was
corroborated by more than one respon-
dent will be presented separately. The
interviews in Nashik were conducted
acrossindustry typeswith both small and
medium units participating. The follow-
ing respondents were interviewed:

a 11 medium to large size industry
owners, of varying products, 5 vendors
of intermediate inputs, and 6 making
stand alone products

b. 15 members of an association of small
and mediumindustry owners, all vendors
of intermediate inputs

c. 2 labour contractors who supplied
workers at al skill levels to al size
industry, both handling upward of 500
personsontheir rolls; 1 labour consultant
who worked with industry to understand
requirements and create plans for fulfil-
ling them; 1 labour union organiser with
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a long association with public sector
unionsand later working with unionising
private sector workers.

d. Head of the local MIDC office in
Nashik, and other local government
officiasin the Department of Industry.

We start by looking at labour issues in
Nashik.

1 Labour

Traditionally, Nashik had a large
component of migrant workers, mainly
from UP, Bihar and Rgasthan, and then
from surrounding districts and other
regions of across Maharashtra. There
were two big shocks to the established
system of industrial workers of Nashik.
The first was ‘militant unionism’ in the
midto late 1990’ sthat led to anumber of
closures, and the industry turned to con-
tract labour on a large scale to avoid
further conflict. The second was the
sons-of-the-soil movement that was
started by a political party which by
around 2002 droveaway nearly theentire
lot of workers hailing from northern
States out of Nashik, many of whom
never returned. Since then, Nashik suf-
fered from a chronic shortage of workers
inall skill categorieswell intothe2010’s.
There appears to be a consensus among
the interviewees that this resulted in at
least a 30% worker deficit in Nashik. In



the case of the skilled category, therewas
aunanimous view that fresh recruitswho
were coming out of engineering colleges
were of low quality, many of whom are
virtually unemployable. Asaresult, there
was even amove by thelocal industry to
collaborate with local colleges to
improve training at the degree level
while, at thesametime, acollectiveeffort
was also made to start a training centre
with aview to improve skill levels.

Moreover, since the early 2000s,
there has been restructuring of labour
needs largely mediated by infusion of
new technology. Large industry is
increasingly outsourcing production jobs
that require precision machinery to pro-
duce intermediate inputs of a specified
quality, while largely keeping assembly
linesin-house. Thishasmeant that skilled
labour (and jobs) have spread into small
and medium industries, who were unable
to afford hiring such people at expected
high salaries that large industry would
have normally paid. As a consequence,
small industry has become the training
ground for larger units, while suffering
high rates of attrition, as the best trained
workers move to better pay in larger
industry. Since the need for regularly
employed skilled workers had reduced,
the proportion of low to unskilled con-
tract workers in large industry has
increased. This  anaysis was
corroborated by small and medium
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industry owners and labour contractors.
The result was an overall reduction in
aggregate worker numbers.

To summarise, on the labour front
there were two main issues that have
contributed to the picture of Nashik
between 1998 and 2005: labour shortages
due to local political factors, restructur-
ing of labour use by large industry and
unfulfilled needfor highquality of skilled
workers. There was a persistent sense
expressed by all those interviewed that
among the younger generation there was
‘an unwillingness to work’. This was
variously blamed on better working
conditionsintheservicesector for smilar
wages, recent good performance of the
surrounding agricultural belt, increasing
aspirations dueto urbanisation and so on.

2 Land

Issues relating to land were consid-
ered the most pressing of the problems
that probably resulted in the slow-down
of industry activity in Nashik. Since the
early 2000's, the State had not been able
to make available significant amounts of
land for expansion of the existing
industrial unitsor for new entrants. Price
of industrial land had aso increased
substantially to make the threshold cost
for new entrants prohibitive. As aresult
of high prices, therewaseven specul ation
inindustrial land, with owners of closed
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units holding on to their land in the hope
of getting better prices. Small industry
owners who wished to expand were
frustrated enough to demand that MIDC
should create a per square meter pro-
ductivity criterion (not really defined)
used to put a ceiling on how much land
large industry could ‘hoard’. Medium
size industries had their expansion plans
undertaken in units dotted all over the
industrial estates in a digointed manner,
due to lack availability of contiguous
large plots elsewhere.

Lack of land for expansion and high
pricesof availablelandwasthereasonfor
some crucia large industry downsizing
or moving out of Nashik altogether,
dealing asevere blow to the prospects of
its existing large vendor base. Severd
large industries, mainly in electrica
machinery and goods, moved away from
Nashik from about 2008. Many moved to
Barodain Gujarat. Wevisited Barodafor
someinsightsin this process. Out of the
largearray of issuesthat were mentioned
by various types of industry owners in
Baroda, the main reason for this reloca-
tion of large industry emerged to be the
availability of land on ascale that would
satisfy their expansion needsfor the next
20 years. Gujarat had spent significant
amount of resourcesto persuade industry
to locate in newly created industrial
estates, specifically tailored for the needs
of large industry. In fact, giving land for
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the Tata’ sNano car factory to movefrom
West Bengal after it ran into land related
conflicts there, was considered one
example of 'poaching’ from other states
(This was a clear example of the stiff
competition between states to attract
industrial investment and location. We
found many large industries in the new
industrial estates of Baroda that had
relocated there from other states,
including Maharashtra, all giving the
same reason of land availability.)

While in Jalna availability of MIDC
land led to creation of a new cluster, in
Nashik the lack of planning for future
land requirements of existing industry
and for new entrants, led to a downturn
inthefortunesof thislocation. According
to the MIDC representative in Nashik, it
was not difficult to acquire new land, but
the process was highly time consuming.
But the State seems to have underesti-
mated thetimescalesover whichitwould
be required.

3 Post reform emer gence of
competition

This was one aspect of the industrial
performance in Nashik that spoke
directly of the new business environment
after the reforms. It is mentioned here
briefly since we have very little concrete
datato support it but was corroborated by
some very thoughtful industry owners.
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The one effect of reforms was that large
industry could source their inputs from a
variety of vendors. Thosewho had put up
industry in prime locations within the
Nashik industrial estates on the basis of
licensesin an earlier era, suddenly found
themselveshaving to competewith anew
brand of entrepreneur on the one hand,
and new, highly specific demand from
largeclients, withincreasingemphasison
quality control, along with capital inten-
sive technology, on the other. Many of
them simply collapsed since they had no
capacity to compete in this new envi-
ronment. The creation of a competitive
market after reforms appears, at least
partly, to have been a corrective mecha-
nism weeding out inefficient production.
The shift towards increasing automation
of the industrial processes seemsto have
coincided with the issues of labour and
land outlined above and seems to have
peaked around the early part of the
decade, 2001-10.

Given the large industry - vendor
nature of intra-industry relationships in
Nashik, the decisions of large capital
regarding location were always going to
prove pivotal. Their decision to locate
here had led to its growth, and it seems,
their decision to moveaway hadledtoits
decline. A few enterprising vendors fol-
lowed them to these new locations. But
there was arealisation that transport cost
was not a consideration any longer, and
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many vendor bases were becoming pan-
India. Thus, it was necessary for vendors
tolook beyondtheir ownbackyardsto get
new business, not an easy proposition for
the small and medium industries.

We aso came across one case of a
largeluggage producing industry moving
itsentire production lineto Chinain this
period. Thisled to adistressing effect on
itslargeand well-established vendor base
and was yet another contributory factor
to unemployment, migrants leaving, and
overall decline.

From the above analysis, it appears
that Maharashtrafailed to please anyone
to properly develop Nashik as a good
location, especially from a longer term
perspective; not thelargeindustry, notthe
medium and small vendors, and not the
workers, who lost jobs in the process.
Being focused on metropolises does not
mean that other existing locations should
beignored. Nashik fell through the large
cracks in the State's industrial policy,
perhaps pointing to a certain compla-
cency on its part to view itself as an
‘industrialised state’.

The case studies reveal that local
factors are paramount in assessing the
potential of a particular location for
industry and many of these are unquan-
tifiableespecially inapolicy processthat
is highly State centric. In addition, to
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lump them under the rather vague head-
ing of ‘transport costs' reported in past
modelling studies is to override policy
corrections that States need to make and
also to be vigilant about continuing to
nurture existing locations in the long
term.

Conclusions

In this paper, we present a spatial
anaysis of industrial location in the
Indian context that doesnot confineitself
to State administrative boundaries. This
has been done using information about
date of completion of industrial projects,
addresses and products for individual
plants to construct a spatio-temporal
picture of location choice over the period
2002 - 2018.

Location decisions appear to align
closely with the overall economic out-
look, both current and near-term future.
It is shown that in good economic times,
many processes of industrial location
operate simultaneously. So the Krugman
and Livas [1996] process that sees dis-
persion due to liberalised trade policies
can be applied to the peripheries of major
concentrations in India pushing outward
during good economic growth, taking
advantage of the large rural market in
which demand has improved. However,
this process of dispersa actualy
reverses, and locations contract inward
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towards agglomerations in times of low
economic growth. The Paluzie [2003]
process relating to the cores of historical
concentrations growing due to mobility
of labour also operates and they become
more dense. The primacy of agglomera-
tions in generating positive externalities
of both localisation and urbanisation
economies [Chakravorty et. al., 2005],
along with increasing returns to scale
remains the strongest centripetal force.
But once smaller locations get estab-
lished in good times, they have the
potential to become important regiona
foci for future growth since they now
have the advantage of ‘history’. Our
cluster analysis gives a picture of this
cumulative process that operates over
long time periods in apparently sparse
locations, as is the case of Bihar. The
large clusters in India transcend State
boundaries showing that State policies
might have limited impact on persuading
capital to locate in ‘backward areas.
Their persistence also shows that capital
hasvery clear ideasabout wheretolocate.
We aso show that along with plant
location, industrial employment is clus-
tering quite severely.

This kind of analysis without the
confines of administrative boundaries,
and crucially, a clean temporal data set
that allowsfor compelling interpretations
is unusual. But with private firms gath-
ering suchdataonlarge scale, it might be
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possible to study these patterns more
closely, with more parameters such as
employment and capital investment. Itis
bound to pay rich dividends in proving
new insights.

The case studies of Nashik and Jalna
inMaharashtrashowed that thisnarrative
can be complicated by local factors, a
powerful force sometimes creating new
locations, and at othersleading to decline
of existing ones. Different locations may
behavevery differently inresponsetothe
same overal economic conditions and
policies, depending on local factors.
Economic location theories do not take
into account theselocal factors. But they
still give astructureto work with, so that
patterns that have been developing over
along period of timecanbeanaysedwith
a view to learning from their complex
history.

The question that now needs to be
addressed, in the context of what the
Economic Survey [2015] held and that
was quoted at the start of this paper, is
what kind of policy at the State or the
Central government level can support
these various processes. The goal of
reducing regional inequality and creating
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better skilled employment in low indus-
trialised areas can be served only if such
analysis is avalable a a highly
disaggregate level. Simply training
workers for an as yet unseen skill
requirement is too simplistic an idea in
such a complex geography. Given rapid
automation and declining requirement of
a skilled workforce in manufacture over
the past two decades, it isnot clear what
role only skill development can play in
creating large scale employment in the
formal sector.

NOTES

1. The knee point method finds the optimum
values of Epsilon and Minimum Points by calculating
the distance of each plant to its nearest n plants, then
sorting and plotting theresult on aline chart. The point
at which thisline showsaknee, givesthe best valuefor
Epsilon. Minimum Points is chosen to suit the calcu-
lated value of Epsilon.

2. Unit level datafor Maharashtrafrom Economic
Census of 1998 and 2005 and Annua Surveys of
Industry (ASI) from 1998-99 to 2010-11, Population
Census data for 1991, 2001, 2011.

3. The first family came from the Aggarwals, a
trading community from Haryana, settled for severa
generations in Jalna. The second case involves the
Maheshwari Jain community from Rajasthan, again
tradersintheregion for several generations. These are
theonly two communitiesin the steel industry in Jalna.



PART II
EVIDENCE BASE FOR AGGLOMERATION FORMATION:
PUBLIC GOODS, PRIVATE INVESTMENT

Sharadini Rath*

This paper relates to a geographical analysis of the development of large
land area projects for housing, manufacture and servicesin India over the past 20
years. It establishes an evidence base for their location choices and how they cor-
relate with trends in employment and State provision of basic amenities. For most
part, large housing projects are highly focused in and around major urban
agglomerations, catering to their significant service economies. Most large-scale
service sector developments such as Special Economic Zones (SEZs) also prefer
theselocations. Only large-scale manufactureis seen to go further afield, and is not
really served by major housing devel opments. Theinfrastructureand civic amenities
that the State creates and maintainsin large citiesis also one of the major consid-
erations for locations of many economic activities. While the locations of present
agglomerations in India have deep historical roots, their continued growth and
success are due to the exer cise of this feedback loop: the more capital locatesthere
and employment increases, the more the Sate has to spend on their amenities, to
remain attractive for capital to move in, and so on. The location choices of large
capital investments are important for the State to keep in mind in developing
infrastructureto suit their needs, if it wants to see employment, and tax and non-tax
revenue generation. The Jamshedpur model of creating a township for steel in the
early 20th century and later for motor vehicles and other related products that goes
beyond the development of a housing colony for its employees is not favoured cur-
rently by either major housing or industrial investors. From extensive fieldwork in
Jharkhand and interviews with developers across India, it is clear that the
governance of such entities is considered to be unsustainable for private capital.
Thereis also no evidence that using this model can sow the seeds of new agglom-
erations or even towns with a wide economic base.
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1. Introduction:

In Part I, we showed that while the
centripetal force of urbanisation econo-
miesretainsits primacy, periods of good
economic growth can act as asignificant
centrifugal forceresulting in dispersal of
industrial location, pushing out the
boundaries of existing clusters, and even
seeding new ones in previously low
industrial regions. In Part Il, we look at
the geography of capital investment in
large land area projects in housing,
manufacture and services. We aso look
at how these patterns correlate with State
provision of basic education and health
services.

There have been some pardle
developments in India since the turn of
the millennium:

1. The rapid growth of the non-farm
economy.

2. The enormous growth of the exis-
ting metropolitan agglomerations
in the country in terms of
populations, with a diversity of
enterprises and employment.

3. The concurrent expansion of the
ambit of private sector activity inall
types and forms of construction
projects, including very large ones.
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4. The creation of policy instruments
at the State and Central government
levels to, variously, a) regulate
existing forms of such private sec-
tor activity, b) respond to the
demand for new forms, and c)
innovateabinitio intheurban space
to create economic growth impetus.
Policy on governance of these new
developments has been a logical
corollary of theseinitiatives.

Tocreateacontext asto how the State
views agglomerations, it is good to keep
in mind that their revenue generating
ability is hefty. We have estimated that
by 2013-14, commercial tax from Ban-
galore Urban district alone made up 63%
of total commercial tax collection in the
State of Karnataka, 41% of its total tax
revenue and 26% of total State revenue
receipts. If other taxes and tariffs from
Bangal ore Urban are taken into account,
this percentage share increases further.
Thisislikely to bethe casewith al major
agglomerations in India. They have
become one of the mainstays for the
source of redistributive expenditure that
Statesundertake on basicamenitiesinthe
rest of the State. Under such circum-
stances, thereisevery reasonfor the State
to create conditions to keep private
capital satisfied in their location choices.
The objective of this study was to
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examine and understand the links among
theparametersstated above. Theanalysis
lays down evidence for patterns of
urbanisation that are driven by two dif-
ferent models of economic development:
the industrial township built around a
single large enterprise (public or private
sector) such as the steel townships of
Jamshedpur and Bokaro in Jharkhand,
and the more recent organic agglomera-
tion processes that have created large
metropolitan areas like Hyderabad.

This analysis pertains to the period
2001 to about 2018. The data used here
looks at the following parameters of
urban growth:

1 Population

2 Employment

3 Real Estate Developments

4 Health services 5 Educational services

Data sources are as follows:

1 Population Censusof 2001 [GOI, 2001]
and [GOI, 2011

2 Economic Census of 2005 and 2013
[GOl, 2005; GOI, 2015]

3 Projects Today data for rea estate
projects over the period 2002 to 2018
Special Economic Zones data from
Government of India

4 Field visit insights from Ranchi, Jam-
shedpur and Bokaro*
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5 Interviews with real estate companies
operating in many states of India’

The sites we examine are the following:
At the district level:
a Anal-India perspective

For geographies being analysed at
taluk/tehsil/mandal levels:

b Districts of Medak, Hyderabad,
Rangareddy, Mahabubnagar and
Nalgondain Telangana state

c Digtricts of Bokaro, Ranchi, Sarai-
kela Kharsawan and Purbi Singhb-
hum in Jharkhand state

The study methodology makes
extensive use of geographical analysis,
using a distance metric to examine pat-
terns of locations of investment, eco-
nomic activity, employment, and basic
amenitiesInsightsfromthese patternsare
used in conjunction with interviews with
stakeholdersto createapictureof choices
being made by private capital for loca-
tion, the response of the State in facili-
tating these with aview to deal with their
consequences in terms of growth of
populations. We begin with the all-India
perspective
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2. The All India Context:

To start developing the chain of evi-
dence to understand which factors have
gonehandinhandto createthegeography
of private greenfield developments, we
started by looking at where they are
predominantly located in India a the
district level. We use Projects Today
[2002to 2018] datafor thispurpose. This
data base follows a sample of capital
investment projects from their inception
tocompletioninreal estate, manufacture,
and service sectors. We understand from
the analysis that the sample is geo-
graphically uniform. The data gives the
following information about the projects:

1 Address of the project location
2 Completion year

Other information such as size of
investment and land size was patchy and
not usable. However, for manufacture,
the product information was compl ete.

This data gave us a valuable tool to
do a gspatio-temporal analysis by using
geographical methods. We have used the
project address to geolocate the real
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estate projects, and used the completion
year in conjunction, to reveal how the
location choices of rea estate develop-
ment companies have been shaped by
broader economic considerations.

It should be made clear that the data
on land use is very patchy, and many
timesimpossible to corroborate, asisthe
data on the cost of these projects. Given
these limitations, the only way to inter-
pret this data was to understand their
intensity of geographical location. Since
private investment in developing resi-
dential properties is predominantly
predicated on demand for such housing,
it thenindicated to uswhere such demand
has been estimated to grow sufficiently
to give good returns on investments.

The predominantly western and
southern locations of these projects
becomesclearer by lookingat Mapsland
2 and thetop States and districtsfor their
locationsin Table 1. Of thetotal 8464 real
estate projects obtained from Projects
Today, just 4 districts, Thane and Mum-
bai Suburban in Maharashtra, Bangalore
in Karnataka and Chennai in Tamilnadu,
make up a41.5% share.
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Map 1. Number of completed construction projects from 2002 to 2018 (Pr oj ects T oday)
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Source: Author’s calculations from Projects Today data.
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Map 2. Locations of Real Estate Projects (2002-2018) (Pr ojects Today)
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Table 1. Top states and districtsfor real estate projects (Total Projects = 8464)

State No. of Real % sharein District State No.of Real % sharein
Estate Total Estate Total
Projects Projects
1) ¢ (©) Q) ©) (6) U

Maharashtra 3734 4399  Thane Maharashtra 1137 13.39
Karnataka 962 11.33 Mumbai Suburban ~ Maharashtra 909 10.71
Tamil Nadu 765 9.01 Bangalore Karnataka 852 10.04
Guijarat 505 5.95 Chennai Tamil Nadu 625 7.36
Telangana 413 4.87 Pune Maharashtra 619 7.29
Keraa 369 4.35 Hyderabad Telangana 360 4.24
Uttar Pradesh 350 412 Ahmedabad Guijarat 345 4.06
West Bengal 307 3.62 Raigarh MH Maharashtra 325 3.83
Haryana 272 3.20 Kolkata West Bengal 269 317
Total 7677 90.43  Nashik Maharashtra 252 297
Ernakulam Keraa 211 249

Nagpur Maharashtra 184 217

Mumbai Maharashtra 173 204

Jaipur Rajasthan 163 192

Gurgaon Haryana 153 1.80

Ghaziabad Uttar Pradesh 144 1.70

Gautam Buddh Nagar Uttar Pradesh 140 1.65

Total 6861 80.82

Source: Projects Today [2002-2018].

Maharashtra by itself, with the addi-
tionof Pune, Raigarh, Nashik and Nagpur
districts accounts for an overwhelming
44% share of all real estate projects
completed in India over the period
2002-2018 and followed by Projects
Today. The top districts that make up
80% of the total projects either have a
metro city, or are on the borders of one.

Of the total 8464 projects, 8401 were
residential  developments of various

kinds; apartment complexes, bungal ows,
affordable and lower income housing,
etc. Of these, 120 were classified as
"township’, most probably meaning that
they had other amenities included, and
were large enough in area to require
environmental clearanceat either Central
or State level. However, they were all
predominantly residential in purpose.

Using the completion year of the
projects, we looked at the tempord
aspects of real estate development. Fig-
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ure 1 showsthat there has been asurge of
real estate development activity starting
in 2007 with 417 projects and peaking in
2012 with 1101 projects completed. The
fall in construction projectsover the next
four years has been precipitous, and by
2017, levels have fallen below those a
decade earlier to just 310 projects com-
pleted.

This pattern matches almost exactly
that of completed plants in manufacture
in Part I. It also matches with the GDP
growth curve over thisperiod, if thetime
|ag between | ocation decision and project
completionistaken into account. Capital
investment decisions are based on
medium term prospects of getting good
returnsin all sectors.

To have been completed in 2012-13,
theinvestment decisionsand processes of
land acquisition for real estate projects
would have started at least in 2007-08, if
not earlier for larger projects. So just
before or at the time of the global finan-
cial collapseof 2008, real estateinvestors
appear to have been quite optimistic
about the Indian economy, as far as
demand for housing was concerned
However, from about 2011-12, this has
clearly changed, with projects being
reduced quite drastically. Maharashtra
had 175 projects completed in 2007,
peakingat 4771n2012, and falingto 161
in 2017. Karnataka, Tamilnadu, Gujarat,
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and other significant States showed the
same trend. While CAPEX (capital
expenditure) data of this type shows the
behaviour of large investors, it is, of
course, possible that local activity in
building small residential propertieswith
relatively smaller requirement of capital
might have continued. However, the
incremental housing capacity added
would also have been much smaller.

ThesepatternsalsomatchMap 2A (in
Appendix in terms of non-agricultural
employment in 2011 especially seen in
parts of Punjab, Haryana and regions of
western UP bordering Delhi, the Jaipur
region in Rgasthan, parts of Gujarat,
western Maharashtra, Hyderabad and
environs, Bangalore, Chennai and envi-
rons, southern areasof Tamilnadu around
Coimbatore, parts of coastal Kerala
around Ernakulam, and a cluster in
southern West Bengal. These have been
the dominant areas of non-farm
employment since 2001, and remain so
in2011 also. It should be noted that amap
of the share of non-farm workersin total
workers at district level also gives the
same regional spread (Map 2A in
Appendix). The dominanceof peninsular
India in non-farm employment persists.
The absolute number of these workers
has gone up across the board as popula-
tion has increased, but this increase has
been most significant in districts which
have large metro cities.
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Figure 1. Spread of real estate projects by year of completion from 2004 to 2017 (Pr ojects Today)
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Map 3A (Appendix) givesthenumber
of workers in non-primary sector enter-
prises that hire at least one person from
the 2013 Economic Census [GOI, 2013].
Thisbringsthisbasicregional spreadinto
further focus. Real estate, largely hous-
ing, projects are concentrated where
non-farm employment has peaked. It is
also clear that the growthin such projects
from 2007 to 2013 was well chosen by
location to coincide with the growth of
not just urban, but predominantly metro
agglomeration economiesasmeasuredin
employment.

After geolocating the real estate
projects, their distance from the respec-

tive district headquarters was measured
(using the centroid of the city municipal
area). Geolocation was possiblefor 7423
projects out of the total 8401 housing
projects. Table 2 gives the breakup.

Table 2. Distance of real estate housing projects from
respective district headquarters

(Projects Today)
Distance from No. of % share
District HQ (km) Projects in Total
(€N @) (€)
0to 10 4869 65.6
10to 25 1395 18.8
25t0 50 905 12.2
50 to 100 252 34
Total 7423 100

1200
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Map 3. Taluk level percentage sharein total of non-farm workersin Polulation Census 2001 (25 km circle
around centroid of Hyderabad district
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Source: Author’s calculations from Population Census 2001.

It becomes clear that an overwhelm-
ing majority of these projectswerewithin
a 25 km radius of the district
headquarters. All metros are also district
headquarters, and sometimes even State
capitals. Their metropolitan regions can
extend far beyond municipal boundaries,
asmuch as 25to 30 kminradius. In fact,
it isvery likely that boundaries of met-
ropolitan regions are notified by taking
into account planned and completed real

estate housing devel opments.

Attheadll Indialevel, wefinally dealt
with one last category of large land
development: the Special Economic
Zones. These entities are areas of eco-
nomic activity along the guidelines out-
lined in the SEZ policy. The most recent
list of notified SEZs was taken from the
Press Information Bureau [GOI, 2022].
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Along with the address and type of eco-
nomicactivity, thislist alsogivesthearea
of the SEZ, the only dataset inwhichthis
has been made available.

None of the SEZs in thislist claimed
to haveany housing facilitieswithintheir
boundaries. The list was used to do the
sameexercise of finding out how far they
are from their respective district head-
quarters. Of the total 374 listed notified
SEZs, it was possible to geolocate only
171.1tispossiblethat theremaining ones,
while notified, have not actually come
into existence as working entities (one
such example of the notified but non-
working SEZ wasseenduring afieldvisit
in the vicinity of Bangalore).

For the 171 SEZs that were identifi-
able, Table 3 gives their distance spread
from their respective  district
headquarters, by land area. The Table
also givesthebreakup by two broad types
of economic activity in the SEZ: man-
ufacture and IT/ITES. Of the complete
list of 374, 194 are IT/ITES and 153
manufacture. Given that originally, the
SEZ policy wanted to recreate the man-
ufacturing export zone modelsin China,
itisinteresting to note that morethan half
of them are now IT/ITES. The man-
ufacturing SEZs tend to be more dis-
tributed up to about 100 km from the
district HQ and have larger areas. The
IT/ITES ones are more closely clustered
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within a 25 km radius and are smaller in
area. Thisisagain quitelogical giventhat
manufacturing activities tend to require
far more space than service activities of
thel T/ITESvariety Eventhough bothare
likely to be greenfield projects, their
space requirements are very different, as
arethe needs of their specific operations,
such as plant activity, warehousing and
goods transport for manufacture, and
office space for IT/ITES. For large land
parcels to be available, and at a reason-
ableprice, itisnecessary to gofurther out
from city limits.

Of the 83 IT/ITES SEZs, 17 are in
Bangalore, of which 12 are less than 20
hectaresin areaand located within 25km
of the city. Thisisthe largest such cluster
in the country. In manufacture, Andhra
Pradesh has the largest number, with 20
spread mostly over the coastal districts of
Nellore, Vizianagaram, Vishakhapatnam
and Kakinada.

In fact, the preference of coastal dis-
trictsfor manufacturing SEZshasalsoled
to 16 in Gujarat and 14 in Tamilnadu,
mostly incoastal areas. Thismakessense,
since SEZs were originally meant to
house large export manufacturing enter-
prises, with concessionsintax and labour
laws. Vicinity to portscan beasignificant
location factor. However, the large share
of IT/ITES among SEZs is indicative of
perhaps the basic failure of this policy
am.
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Table 3. Distance of SEZsfrom respective district headquartersby area of SEZ

Distance to District Area(HA) -
HQ (km) ITNTES
10 & less 10to20 20to50 50to100 100to 500to 1000 &
500 1000 more
0to 10 9 24 8 3 2
10to 25 2 13 10 1
100 & more 1
2510 50 1 6 2 1
Total 12 a4 20 4 3
Distance to District Area(HA) -
HQ (km) Manufacture
10to20 20to50 50t0o100 100to 500to 1000 &
500 1000 more
0to 10 10 & less 8 4 3 10 1 1
10to 25 1 2 2 1 5 2
100 & more 2 4
2510 50 5 1 3 11 1 5
50to 100 1 1 1 1 8 1 4
Total 18 8 8 38 3 12

It also becomes clear from this anal-
ysis that real estate housing develop-
ments are not really catering to the large
land developments in manufacture but
are more geared towards the location of
service sector companies and ther
employees, Both are located with about
25 kms from major urban agglomera-
tions.

In the Indian context, agglomeration
formation has increasingly relied on
IT/ITES and related services to generate
demand. Thetweaking of the SEZ policy
in 2006 [GOI, 2006] accommodated
somerealities of thisaspect, that services

was the bulwark of growth, especially
urban growth. And this sector wanted to
be located within an agglomeration,
much more than the large area based
manufacture sector. A diversified labour
pool, access to urban amenities, and
increasing returnsto scale were all being
realised. Serviceenterpriseswith smaller
land needs closer to metros were
accommodated within the SEZ policy
over aperiod of time. Policy wastweaked
to needs of demand, not the other way
round.
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The analysis so far gives an idea of
the links between large scale real estate
activities, employment concentrations,
periods of economic growth and types of
economic activity over the past two
decades.

Employment, Public Goods and
Private Capital:

In this section will demonstrate the
link between the geographical pattern of
location of capital and employment with
State provision of basic amenities like
health and education. This will be done
on a much smaller scale in terms of the
following districts in Telangana and
Jharkhand:

Telangana: Hyderabad and surrounding
4 digtricts of Mahabubnagar, Ranga-
reddy, Nalgonda and Medak.

Jharkhand: Ranchi, Purbi Singhbhum,
Saraikela Kharsawan, Bokaro.

Maps 4, 5 and 6 (given below) show
thecloserel ationship between the growth
of non-farm workers in Hyderabad and
surrounds and real estate developments
in the region. More specifically, Maps 4
and 5 show that for Hyderabad, the
growth of non-farm workers seems to
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have spread preferentially in the west-
by-north-west direction of Hyderabad,
into Serilingampally and further and to a
lesser degreetothe east. Map 6 showsthe
geocoded locations of the real estate
developments in Projects Today. These
show a clear preference for the western
region, where much of the IT related
service sector haslocated, all well within
a 25 km radius centred on Hyderabad.

A geographical analysis of this type
also gives a clear picture of where the
State is creating basic amenities. Map 7
shows beds per 10,000 population in
government hospital sat thetal uk/mandal
level. The central place of Hyderabad as
State capital and other district head-
guartersin healthcare provision becomes
very clear.

The State does indeed treat agglom-
erations, asalso capital citiesand district
headquarters, preferentially eveninbasic
amenities. Similar analysis based on
Economic Censusdatashowsthat thegap
left by the State in basic health and
education servicesisfilled by the private
sector, inareaspoorly served by the state.
However, location choices by large pri-
vate capital are made leveraging thevital
presence of the State in agglomerations
to maximise its returnsto scale.
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Map 4. Taluk level percentage sharein total of non-farm workersin Population Census 2011 (25 km

circlearound centroid) Hyderabad district

% Non-farm workers in total 2011

(25 km circle Hyberabad centroid)
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Map 5. Geocoded locations of Projects Today real estate developmentsin 2002-2018 (25 km circle)
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Map 6. Government hospital beds per 10,000 population for

taluk/mandal from Population Census 2011
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Map 7. Projects Today real estate projects (star) and Open Street Maps

Hospital locations (dot) in 4 districts of Jharkhand
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* Hospital (OSM)

Source: Author’s calculations from Projects Today data and Open Street Maps.
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Table 4. Somerepresentative amenitiesin all towns (of all sizes) in 5 districts of Telangana and 4 districts of
Jharkhand, from Town Amenities for Census 2011, categorised by the distance of the towns from their
respective district headquarters

State Distanceto  No. of No. of Total No. of No. of No. Govt. No. Private
respective  Towns Towns(%)  Town Hospital Doctors  Polytechnics Polytechnics
District Population  Beds (%) (%) (%) (%)
HQ (%)
@ @ (©) ) ® (6) U] ® C)
Telangana 0to 10 km 14 15.91 44.63 75.08 80.54 32.14 45.45
(5 districts) 10to 30 km 30 34.09 41.99 10.66 831 25.00 36.36
30to 50 km 12 13.64 2.87 2.80 1.94 10.71 9.09
Above 50 32 36.36 10.52 11.46 9.21 32.14 9.09
km
Telangana Total 88 100 100 100 100 100 100
Jharkhand 0to 10 km 16 25.00 74.37 81.32 74.84 60.00 100.00
(4 districts) 10to 30 km 24 37.50 13.08 7.29 14.61 40.00 0.00
30to 50 km 12 18.75 7.34 5.66 4.42 0.00 0.00
Above 50 12 18.75 521 5.72 6.13 0.00 0.00
km
Jharkhand Total 64 100 100 100 100 100 100

Fromasdlightly different geographical
anaysis, Table 4 gives the patterns for
some of the basic amenities provided by
the State at town level using the metric of
distance from the respective district
headquartersfor 5 districts of Telangana
and 4 districts in Jharkhand. This Town
Amenities data from Population Census
2011 presents evidence of the degree to
which private capital relies on State
provision of basic amenities to make
location choices. The provision of poly-
technics shows that the State has wider
geographical presence to provide such
servicesto populations away from cities.
There is no evidence to suggest that
privatecapital canbereliedupontocreate
wide ranging amenities and services

away from citiesand agglomerations. To
illustrate this point, we looked at the
overlap of large real estate projects and
hospital (public and private, from Open
Street Map amenities) locations in the 5
districts around Hyderabad and the 4
districts in Jharkhand in Maps 8 and 9.
The presence of large rea estate in
Jharkhand is most significant around the
State capital Ranchi, and to a much
smaller degree near Jamshedpur (the
border of SaraikelaK harsawan and Purbi
Singhbhum). There are no such projects
in Bokaro. The overall pattern of district
headquarters being the locations for
amenities, public and private, aso
becomes clear with these maps.
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Map 8. Projects Today real estate projects (star) and Open Street Map Hospital locations (circle) in

districts of around Hyderabad
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Inthenext Section, fieldinsightsfrom
Jamshedpur, Bokaro, and other inputs
from across India are given with aview
tounderstand how privatecapital, oldand
new, is thinking about their role in
structuring large developments.

Jamshedpur, Bokaro and Others:

Fieldwork was done in Jharkhand in
Ranchi, Jamshedpur and Bokaro. In
Ranchi, a range of state government
officials spoke freely and clarified many
aspects of their views on the place of
Jamshedpur and Bokaro, the two indus-
trial cities centred around steel produc-
tion, within the governance structure of
Jharkhand. Bokaro and Jamshedpur were
also visited and officials of Bokaro Steel
City and senior officialsin Tatalron and
Steel Company (TISCO), who were in
charge of running Jamshedpur, were
interviewed.

There is a fundamental difference
between Bokaro and Jamshedpur, in that
the land given to the Steel Authority of
IndiaLimited (SAIL) for the Bokaro steel
plant istransferred to them in perpetuity,
as long as it is used for industrial pur-
poses. The land on which the Tatas built
Jamshedpur is leased to them, and the
lease has to be renewed every 30 years.
This means that their relationship with
the State iscompletely different. Bokaro
Steel City isbasically what one can call
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anindustrial township; the steel plant, its
peripherals and large housing colonies
for employees only, with amenities built
for al its residents. It is run entirely by
SAIL Jamshedpur hasthiscorewith Tata
Steel, Tata Motors and other Tata com-
panies, their housing and amenities,
which they administer themselves. But,
it hasinin addition the outgrowth around
this core, which is administered by a
Notified Area Committee (NAC). The
NAC consists of nominated members
from Jharkhand government and TISCO.
There is no NAC in Bokaro and the
Bokaro Steel township is administered
entirely by the Steel Authority of India.®

The population of Bokaro Steel City
was about 4 lakhs in 2011, while that of
Jamshedpur (and its outgrowth) was 6.7
lakhs. Both steel companies have one
major factor incommon: steel production
has automated to a significant extent and
their employment per million ton of steel
has dropped precipitately over the pre-
vious 20 years, while production has
steadily increased. Both were in the
process of reducing their housing colo-
nies by various means, including demo-
lition. The mgjor differenceisthat unlike
Jamshedpur, Bokaro had not taken an
interest in town development outside
their housing colony, and there is very
little outgrowth. The nearest municipal
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areais Chas, whichis acrossariver, and
has no administrative relationship with
Bokaro.

It was clear from interviews with
officias in the Urban Development
Department (UDD) (in Ranchi that
TISCO wanted a change in the arrange-
ment of thelease. They were in favour of
retaining the lease area on which the
industrial plants and their associated
housing amenities stood, and withdraw-
ing from the NAC, with promises to
continue providing utilities such aswater
and power as far as possible to the out-
growth outside the industrial township.
The State agreed with this broad
approach. They preferred a notified
industrial township for TISCO and a
municipal corporation combining the
Jamshedpur outgrowth and some neigh-
bouring smaller towns. They also wanted
TISCO to hold to their promise of
supplying water and power to the
municipal corporation area in the long
termwithfromthe Statebudget. Thelong
overdue lease renewal negotiation of
TISCO with the Jharkhand government
that had just concluded then had still not
quite clarified this reorganisation of
activities. One of the reasons for this
delay wasthefact that thereisnoworking
template for such a governance mecha-
nismin India. Thereis not a single noti-
fied industrial township as per the 74th
Constitution Amendment Act (CAA) in
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Indiaand the UDD wasin the process of
trying towork out how to set it up without
any precedent. At the time when field
work was conducted, the reorganisation
of thegovernanceof Jamshedpur wasstill
awork in progress.

The Jharkhand Industria Infrastruc-
ture Development Corporation (JIIDCO)
had another concern in this complex
situation. They had spent money to set up
the Adityapur Industrial Area close to
Jamshedpur so that companies could
leveragetheir proximity to thisindustrial
area and grow into a true industrial
cluster. However, TISCO officials made
it clear that while they had supply con-
tracts for both steel, motor vehicle and
other partswith companiesin Adityapur,
thebulk of their intermediateinputscame
from all over India, and even from other
countries. Further, if as planned, TISCO
madetheir new steel plant near Paradeep
ontheOdishacoast, the main basetotake
advantage of the thermal coal they are
importing from Australia, it might
adversely impact the prospects of the
Adityapur industries. In interviews with
these industry owners, it was clear that
they were aware that supply chains for
intermediate inputs for large industry
were now global and physical proximity
presented a smaller advantage. There
was a sense that unless something
changeddramatically, it wasunlikely that
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Adityapur would become a significant
industrial location. And it was compli-
cated by the lease negotiation.

There is an JIDCO industrial estate
near Bokaro Steel City (BIADA) also,
which has an agreement with Bokaro
Steel to set up ancillaries. There is an
understanding that Bokaro Steel with
give 30% of vendor tenders to units in
BIADA. However, there are only about
120 medium sized such industries in
BIADA. Such a forma understanding
does not exist inthe Adityapur industrial
estate with Tata Steel or Tata Motors.

Itiswell known that the steel industry
asawhole does not create a vendor base
that has the capacity to become a broad
industrial location. The vendors in Adi-
tyapur are vendors of Tata Motors, not
Tata Steel. The motor vehicle industry,
unlike stedl, is heavily dependent on a
highly specialised and broad vendor base.
But Adityapur, in spite of being literally
in the backyard of Tata Motors, has not
grown into such a vendor cluster.

The opinion of State stakeholders
across all departments was that neither
Bokaro nor Jamshedpur have contributed
to regional development. There is no
overal industrial development in the
State. In addition, they are left with a
‘problem’ in Jamshedpur, of an unruly
urban outgrowth for which they have to
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find post-facto governance solutions.
The Jamshedpur model is anything but a
straightforward template for governance
scalecreationfor other large manufacture
or services developments. Status of land
lease agreements, the evolution of man-
ufacturing production technology andthe
viability of in terms of far flung supply
chains facilitated by low transport costs
were the factorsthat radically changed a
long-held status quo and made acomplex
governance realignment necessary in
Jamshedpur.

To get more insights and also to
enable a closer, inside view of the real
estate sector, the real estate industry
conference in Mumbai on the topic of
integrated townships in 2017 was
extremely useful. It was attended by
representatives of companies that are
known for large urban housing devel op-
ments across India. There were also
participants from SEZs, and old public
sector industrial townships similar to
Bokaro, such as CIDCO in Mumbai
Urban integrated townships have usually
involved residential housing (apartments
and/or houses) with amenities such as
retail space, hedthcare, schools and
entertainment, for which there are many
different internal arrangements for
maintenance and lease/rental, with no
mandate for ‘governance’. Participants
from SEZs were clear that while they
maintained cordial relationships with
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towng/villagesin their vicinity, they had
no interest in taking on their governance
which was best left to the gram pan-
chayatsor municipalities. They werealso
opposed to alowing housing for
employees within their boundaries since
this necessitated and brought in a com-
pletely different set of needs, which
would not be sustainable. Infact, asenior
officia of alarge southern SEZ went so
far asto say that the Jamshedpur model
should not be followed by large scale
manufacture or service sector in the
future. This was aso the sentiment
echoed by representatives of decades-old
public sector industrial townshipssimilar
to Bokaro around Mumbai. It was
becoming difficult to maintain the
housing coloniesin these townships, and
therewas no question of taking onformal
governance of mixed towns.

Conclusion:

Large rea estate housing projects
have followed atemporal pattern that is
similar to the manufacture devel opments
in Part I. They show growth when they
perceive good economic years in the
short term, and decline when the outlook
IS poor.

Thereisstronggeographical evidence
from multiple data sourcesthat large real
estate development is deeply connected
to hotspots of non-farm employment
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generation, for the large part in and
around urban agglomerations in India
All of these agglomerations have long
historical roots and have been formed by
asteady feedback mechanism of location
preferences of private capital, and State
provision of basic amenitiesin response.
Both capital and State are seen to reap
rich revenue rewards from this decades
long process;, the former with good
returns to scae and the latter from
increased tax and non-tax revenues. In
recentyears, largescaleservicesector has
played an increasing role in this process
of agglomeration formation, locating
closeto large metros. It is aso seen that
large manufacturing and new models
such as SEZs arenot really served by the
location choices of real estate, sincethey
tend to need large land areas that makes
them difficult to locate near metros due
to high land prices.

Stateprovision of infrastructure, such
as industrial estates, roads and other
amenities in non-agglomeration areas
does not attract location of either man-
ufacture or services, and as a result
housing development is adso a a low
intensity in these areas.

There is no evidence that the Jam-
shedpur model of urban development
leads to seeding of new agglomerations.
In fact, industrial townships are seeing
the effects of increasing automation in
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production, leading to lower workforce
requirements. The rationale behind the
creation of these townships has been
overtaken by the pace of technological
change, andthey arenolonger considered
viable models for urbanisation in low
industrialised areas and their economic
development, even if private capital
could be persuaded to locate there.

Geographical anaysis, in conjunc-
tion with secondary data from govern-
ment and other sources, can show
revealed patterns of location choices by
different stakeholdersin the urbanisation
processes. Planning for the consequences
of these choicesby the State can perhaps
be made easier with such analysis.

NOTES

1. Interviews with: Jharkhand State Government
officids in the Departments of Revenue, Urban
Development and Industry in Ranchi; state officialsin
charge of industrial estates in Bokaro and Adityapur;
senior executives in Tata Steel; some industry owners
in Adityapur and Bokaro industrial estates; officials of
the Bokaro steel plant and industrial township; com-
missioners of Jamshedpur and Chas municipalities

2. Attendance at the Inventicon Business
Intelligence conference on Integrated Townships,
Mumbai, 2018. Participants were representatives of
major real estate devel opment compani es, somespecial
economic zonesand public sector industrial townships.
Presentations and interviews.

3. A Notified Area Committee is created to
administer an urban area that is transitioning from an
industrial township to amunicipality. It iscreated by a
gazettenotification by the State government. TheNAC
isnot elected, but entirely nominated. It carriesout all
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functions of administering the area under its jurisdic-
tion with the help of state government appointed staff,
similar in structure to a municipality.
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Map Al. Manufacture plants (Projects Today) and highway infrastructure (Open Street Maps)

N ) Tae

e R i O

N N A S 0 K

vy EFae e 0

Daiivh & Dic§ "ﬁ‘k&"ﬂ-‘v‘-’iﬁ.‘;’,{""}’brw\‘\\. @, S

Dadar & Nagar Have| x;’?!%;?&%’.&g& v

e
‘viém\f&z‘é‘iz—;ggéﬁf,Wf 2
RIS s e
-;y ’ ‘ ‘%”’ *‘(

Binatded 3y “"‘5
DRI é
0

-

bege L%

Andamang Nicobar

’ ' ) ‘“" oV °
Lakshadweep "'\.’ o

Source: Author’s calculations from Project today data, and Open Street Maps.




476 JOURNAL OF INDIAN SCHOOL OF POLITICAL ECONOMY JULY-DEC 2022

Map A2. District percentage share of All India Other Workersin Population Census 2011
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Map A3. District percentage share of All IndiaWorkersin all hiring
enterprises Economic Census 2013
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CLUSTER FORMATION IN THE AUTO COMPONENT
INDUSTRY IN INDIA

Ashish Andhale and Sharadini Rath

The rise of the automobile industry has been one of the success stories of
Indian manufacturing since the late 1990s and at the beginning of the new millen-
nium. The GDP contribution of the sector increased from2.77%in 1992-93to 7.1%
in 2015-16 (at current prices) and accounted for about 49% of manufacturing GDP
in 2015-16. Auto component manufacturersled the bulk of the growth in this sector,
making it the third largest employer in the formal manufacturing sector. However,
after reaching a peak in 2017-18, the sector has seen a sustained slowdown due to
weak global markets, increased oil prices, andimpact of GST. From 2020, Covid-19
has compounded the stress on this sector. In this paper, we attempt to analyze the
gpatial patternsof plant location in regard to the auto-component industry in India.
This analysis reveals that this sector exhibits significant clustering, while cutting
across administrative boundaries and that these clusters geographically overlap
with urbanization patternsin India. It is also seen that the greater urbanization in
the southern States of India explains many aspects of thislocation pattern including
provision of infrastructure. A larger presence of vehicle assembly plants, greater
depth in ancillarisation, and far greater geographical dispersion of the industry
mean that the south effectively constitutes a large agglomeration with the north of
Indiaviewed asan export market wherethelevel of absolute demandismuch higher.
Further, this paper also analysestrendsin the in data of automobile sector in India
in regard to domestic sales, export, production and employment between 2001 to
2020. Our analysis reveals that production and sale of motor vehicles are highly
correlated with employment in their manufacture. Using this, we estimate unem-
ployment resulting from the slowdown seen after 2017-18 and also during later
restrictions due to Covid-19. The figures for 2020-21 present a very gloomy
employment picture for urban areas where the clusters in this sector are located.
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1. Introduction:

The evolution of the automobile
industry in India happened over many
time phases [Ranawat and Tiwari, 2009].
The first phase (1947 to 1965) was
characterized by policies such as ‘pro-
tection from foreign competition, emer-
gence of licensing regulations and push
for indigenization’. The second phase
(1966-1979) witnessed ‘further increase
in regulations and disparate growth
among different segments of the indus-
try’. These first two phases could be
termed as regulatory phases for the

industry.  In these phases, the imple-
mentation of indigenisation policy
resulted in a vertically-integrated

industry structure. A protected market
combined with the lack of auto compo-
nent supplier power led to the concen-
tration of bargaining power with the
automobile manufacturers. Also, much
foreign exchange was spent on importing
critical components. In order to resolve
these concerns, the government in 1960
adopted policies emphasising encourag-
ing the development of auto-component
ancillaries. This resulted in the beginning
of the development of a separate auto-
component sector in India. In 1965, the
government reserved 60 to 80 auto
components for exclusive manufacture
by small-scale units under the govern-
ment’s policy of supporting the small-
scale sector. Also, earlier in 1956, the
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government imposed protection rates of
tariff on small-scale ancillary units for
manufacturing  aftermarket  vehicle
components [Ranawat and Tiwari, 2009].

The third phase (1980-1990) related
to relaxation in regulations and saw the
entry of many Japanese collaborators in
automobile manufacturing. This phase
could be called ‘a limited liberalization
phase’. In the early 1980s, the govern-
ment made policy decisions to infuse
various fuel-efficient technologies and
promote competition in the auto industry.
This policy promoted relaxations in
regard to new entrants, foreign equity
collaborations and imports of technology
and machinery. As a result, several joint
ventures were established between Jap-
anese and Indian companies for tech-
nology transfer and equity participation.
In this period, there was an increase in
vehicle models available to the Indian
consumer. Also, there was an improve-
ment in product technology and quality
in the case of both, assemblers and
component suppliers. The product
designs changed to include components
made of aluminium, plastics and fibre
plastics which helped reduce the weight
of vehicles resulting in increased fuel
efficiency [Narayanan, 1998, Pp.
215-228]. Further, Japanese collabora-
tors brought different and world class
management practices into the industry.
Further, a significant promotion of export
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of auto-components also took place in
this phase [Ranawat and Tiwari, 2009].
The fourth phase (1991 onwards) started
with the historic economic reforms of the
liberalisation process in India in the early
1990s. The liberalisation of the automo-
bile industry significantly altered its
development trajectory via policy
initiatives like delicensing, 51% foreign
direct investments through the automatic
route, relaxations for critical imports and
suspension of local content requirements
[Ranawat and Tiwari, 2009]. The results
of these policy decisions were seen in
further restructuring of the industry
which resulted in the emergence of a
fiercely competitive domestic market in
terms of price and quality. Technology
acquisition improved the performance of
established firms while the number of
new firms also increased [Narayanan,
1998].

In this paper, we examine some sig-
nificant aspects related to the automobile
industry in India classified as ‘The
Manufacture of Motor Vehicles, Trailers
and Semi-Trailers’. in MOSPI [2008].
The industry has been showing consistent
growth since 2000. It witnessed the
highest percentage rise of workers
(193.54%) from 2004-05 to 2016-17 as
compared to other industries, and has
added the greatest number of formal
sector manufacturing workers, next only
to the chemical and wearing apparel
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industry. Hence, the automobile industry
has played a vital role in employment
generation in India. It is observed that
76.26 per cent of workers in the auto-
mobile industry were in the auto com-
ponent industry (in terms of Vendors who
supply automobile parts) in 2004-05,
which rose to 79.02 per cent in 2016-17,
with motor vehicle manufacturers (As-
semblers) contributing to the rest (around
21 per cent) of the employment in
2016-17 in the industry. Thus, workers in
the component industry were 3.76 times
more than in the case of assembler
manufacturers.

The auto component industry of India
witnessed rapid growth between 2004-05
and 2016-17 when the total output of this
sector increased from Rs. 13.44 crores in
2004-05 to Rs. 28.47 crores in 2016-17,
(i.e., by nearly 110 per cent), registering
an average annual growth rate of 6.45 per
cent. Gross value added doubled from Rs.
3.08 crores to Rs. 6.16 crores in during
this period, an average annual growth rate
of 5.95 per cent. Also, the number of
registered factories nearly doubled, from
2,969 in 2004-05 to 5,7751n2016-17 and
the number of employees tripled during
this period. This buoyant growth in the
auto component sector happened due to
the expansion of the domestic market and
policy of promotion of exports to the
external replacement market [Uchikawa
and Roy, 2013].
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One feature of this sector has been a
high degree of geographical clustering.
Clustering is the tendency of vertically
and/ or horizontally integrated firms in
related lines of business to concentrate
geographically [OECD, 1999]. In India,
in terms of location, almost all man-
ufacturing activities have demonstrated a
tendency to reflect very uneven patterns
of locations over space, with a few
regions being specifically preferred
[Rath, 2022], the auto component
industry stands out in this aspect as being
particularly prone to develop in clusters.
It would be useful at this stage to present
a brief review of literature on the for-
mation of clusters in in regard to the
manufacturing sector. We now turn to
this review.

The formation of clusters and their
benefits has been discussed in the litera-
ture for a very long time. Marshall [1890]
pointed out that industry districts closely
linked to proximity favour intra-industry
collaborations, reduce transport cost of
inputs/output and allow firms to benefit
from more specialized and efficient
labour markets. Such externalities are
known as Marshall’s localization econ-
omies. Jacobs [1969] presented a view on
urbanization economies also known as
Jacob’s externalities in which he high-
lighted the role of cities in the develop-
ment of clusters. Furthermore, Becattini
[2006, pp. 664-672] pointed out the idea
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of ‘New Industrial Districts’ where an
industrial district forms a socio-
economic entity with the presence of both
community of people and the population
of firms in one area. Sources of externa-
lities are the governance structure and
external economies in terms of
information flow. Porter’s definition of a
cluster is perhaps most often used in
cluster studies. According to Porter
[Porter, 2000, Pp. 77-90], "clusters are
geographic concentrations of intercon-
nected companies, specialized suppliers,
service providers, firms in related
industries, and associated institutions,
(e.g., universities, standards agencies,
trade associations) in a particular field
that compete, but also cooperate" (p. 16).
A cluster, narrowly defined, is only a
small part of the regional economy but it
is often central to the transmission of
knowledge and innovation to individual
enterprises or entrepreneurs. Therefore,
clusters and cluster policy are considered
an efficient tool in transferring policy into
economic growth and competitiveness
and play an increasingly prominent role
in business development and industrial
policy [Brown, et. al., 2013, Pp. 3-10].

On the other hand, some insights from
the literature show that the cluster has not
been a well-defined concept and clusters
differ in forms [Markusen, 1996, Pp.
293-313] and exist at different scale
levels (a locality, a district, a state, or a
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nation can each be a cluster). According
to Meine Van Dijk and Sverrisson [2003,
Pp. 183-206] the spatial connotations of
the cluster concept are rather vague in the
literature. Martin and Sunley [2003, Pp.
5-35] criticise the Porter formulation of
clusters. According to them, the geo-
graphical scale of ‘clusters’ was not
defined by Porter. They pointed out that
the key weakness being that there was
nothing in the concept itself to indicate
its spatial range or limits, or whether and
in what ways different clustering pro-
cesses operate at different geographical
scales’.  Further, Martin and Sunley
[2003] also discussed the disadvantages
of clusters which include labour cost
inflation, inflation of land and housing
costs, widening of income disparities,
along with over specialization and for-
eign takeovers. They questioned the
promotion of clusters as a policy
instrument for industrial development.

The objective of this study is to
examine and make an attempt to under-
stand in some detail the spatial patterns
of the auto component industry in India.
In this context, the concept of clustering
is used to connote the spatial and sectoral
convergence of plants in the auto com-
ponent industry. We identify clusters of
the auto-component industry, followed
by an understanding of key geographical
and structural characteristics of the
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clusters, along with their regional dif-
ferences which can ultimately provide
insights into the differential nature of
clustering in various regions. This study
examined plant level data available in the
Auto Component Manufacturers Asso-
ciation (ACMA) membership directory
[ACMA,2016]. The ACMA publishesan
annual directory of member companies
called "Buyers Guide". Information from
the 2016 edition of this publication
comprises the basic data used for the
development of plant level database for
this study. Plant level location, employ-
ment and product data are used for the
purpose of the analysis. This analysis is
restricted to the auto component industry
of passenger vehicles and commercial
vehicles segments only. In other words,
the data set includes those companies and
their plants which supply products to
passenger and commercial vehicle man-
ufacturers only. We use data relating to
locations of both the main plant and other
plants of 725 firms giving us location
information for a total of 1,685 auto
component manufacturing plants in
India. The street addresses of all these
plants were geo-coded using Google
Application Programme Interface (API)
to generate their longitude and latitude
coordinates. Accordingly, this set of
1,685 coordinates forms the main basis
of the spatial analysis of the auto com-
ponent industry sector in this paper.



The paper is organized in the fol-
lowing manner. Section 2 presents the
results of identification of clustering
using Density-Based Spatial Clustering
of Applications with Noise (DBSCAN)
algorithm. After identifying auto com-
ponent clusters, Section 3 provides the
regional context for analysis of clusters.
Section 4 discusses their characteristics
and their relationship with urbanisation.
Section 5 presents the links of the clusters
to highway infrastructure and Section 6
gives an analysis of the impact on
employment in this sector with the
emergence of Covid-19 pandemic.
Finally, Section 7 summarises the con-
tents of the paper and provides our con-
cluding remarks.

2. Density Based Spatial Clustering
of Applications with Noise
(DBSCAN):

From the literature perspective, it is
seen that clusters have been examined
using case studies and primary surveys.
These provide detailed information on
the relationships within a specific geo-
graphic area. However, the findings may
not hold across the whole of a country.
Other methodologies used in the litera-
ture use data on concentration of eco-
nomic activity within administrative
boundaries (using Gini coefficient,
Location Quotient, FEllison-Glaeser
index, etc.). However, it is a generally
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accepted feeling that clusters mostly
form across multiple areas of adminis-
trative boundaries. Analysis restricted to
local boundaries, therefore, may not
provide proper evidence of these clusters
as their effects get diluted across different
areas. Variation within boundaries is also
lost under this approach. Certain sectors
may concentrate around particular
infrastructure. Such precision is not
captured in traditional analysis [DBEI-
SUK, 2017].

In order to overcome the limitations
of traditional cluster analysis methodol-
ogies DBEISUK [2017] used Density-
Based Spatial Clustering of Applications
with Noise DBSCAN [Ester, et. al., 1996,
Pp.226-231] as the primary technique for
the analysis of identification of clusters.
We follow this technique for our analysis.
This technique is briefly described
below.

DBSCAN identifies high concentra-
tions of data points without relying on
existing administrative boundaries. It
uses the locations of individual industry
units to form clusters. Some advantages
of DBSCAN clustering are that it does
not restrict the shape of the resulting
clusters and it does not need the number
of clusters to be specified in advance (as
in K-means clustering). Also, a robust
approach to outliers is another advantage
of DBSCAN clustering. It does not force
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every point into clusters but allows points
to be defined as ‘noise’, if points do not
meet cluster requirements, whereas
K-means forces every point into defined
clusters. Thus, DBSCAN is a density-
based clustering algorithm. Given a set of
points, it gathers them together such that
closely distributed points are packed
together (points with many nearby
neighbours) and assigned a label. Points
marked as outliers (Noise) lie away from
the clusters with nearest neighbours too
far away [Q Rong, J. Yan, and G. Guo,
2004, Pp. 45-46]. Therefore, we get
cluster and non-cluster points as two
different categories in terms of distribu-
tion of points.

We need to set values of two param-
eters to determine how the geographic
points’ distribution can be separated into
clusters. Epsilon (Eps in km) is consid-
ered the radius of each cluster which also
defines its shape. Minimum Points
(MinPts) is the density parameter, giving
the smallest number of points in a cluster,
which must be larger or equal to one
[Chang, et. al., 2016, Pp. 37-40].

To begin with, all plant locations are
labelled core points or noise points. The
algorithm then iterates to make sure that
all core points satisfy both conditions,
i.e., they fall within distance Eps of more
than MinPts. All core points which fall
within each other’s area of connectivity
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as defined by Eps are grouped together to
form a cluster. Those points that do not
form sufficiently dense clusters with
other core points are labelled noise, or
non-cluster, points. Some studies show
how DBSCAN clustering works in their
respective analysis [Ester, et. al., 1996;
Wan & Wang 2020, P. 465; and Chang
et. al., 2016].

It is important to determine the opti-
mum value of parameters Eps and MinPts
to maintain the precision ofthe clustering
analysis. Some studies use the trial-and-
error method with multiple values,
whereas we adopt the elbow or knee
curve method to find optimum Eps (€)
value and adjust Minpts based on the
optimum Eps (¢) [Rahmah and Sitang-
gang, 2016 p. 12012]. We find the
optimal value for Eps (€) by calculating
the distance to the nearest n points for
each point, sorting and plotting the results
on the line chart. Then we find where the
change is most pronounced on the line
chart, and the knee is the optimal value
of Eps (¢€).

In Figure 1 given below, we see the
knee point chart with plant points plotted
on X axis and distance between them on
Y axis for ACMA dataset of auto com-
ponent plants.
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Epsilon (Eps) =41.93 km, corresponding
to the knee point
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We choose MinPts = 15 plants in a
cluster, for this value of Eps

Figure 1. Knee point for ACMA data
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Using these values, DBSCAN gen-
erated sixteen auto-component clusters in
India for the (Tier-I) plants in the ACMA
directory. Nine clusters spread across the
northern region and remaining seven
clusters in the southern region. Map 1

give below shows all sixteen clusters in
India. It is clear that there are no major
clusters in the whole of eastern India. The
presence of auto component industry is
largely concentrated along a western
alignment from north to south.
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Map 1. DBSCAN Clustering: Sixteen Auto-component Clusters in India
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There are four large major clusters: 1) majority share with 64.75% of total
Gurgaon Cluster in North 2) Pune-
Mumbai Cluster in South 3) Chennai
Cluster in South and 4) Bangalore cluster
in South. These four clusters hold major clusters in the vicinity.

plants. These are seen in Maps 2, 3, 4 and

5 show extent of spread of these four
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Maps 2. Gurgaon Auto-Component Cluster
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Map 4. Chennai Auto-Component Cluster
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There are also other medium and
small size clusters in India. In this, Lud-
hiana, Ahmedabad, Jamshedpur, Udham
Singh Nagar, Haridwar, Solan, Kolkata
and Dhar clusters are spread across the
northern region, whereas, Aurangabad,
Nashik, Satara and Coimbatore clusters
are spread across the southern region of
the country.

Table 1 gives the results of DBSCAN
clustering analysis for auto component
industry from the ACMA directory
across India. There are 16 clusters, 9
across the northern region with 803
plants, and 7 across the southern region
with 697 plants. While the northern
region clusters are spread across 12 States
and 38 districts, with a share of 47.66%
of total plants, the southern region clus-
ters are spread across 3 States and 24
districts with a share of 41.36% of total
plants.

From a district perspective, we noted
that there are 4 districts in India which
have 10-11 plants that are non-clusters.
These are Rajkot and Vadodara in
Gujarat, Mysore in Karnataka, and Kol-
hapur in Maharashtra. This means thatthe
choice of 15 minimum plants in a cluster
was reasonable. Choosing less than 15
plants would have split the larger clusters
into smaller ones, and the geographical
extent and connectivity of large clusters
would have been lost. The all India share
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of non-cluster plants is 10.92%. The
north has a share 0f43% of all non-cluster
plants, spread across 9 States and 28
districts. These are situated in States that
also have clusters, such as Gujarat,
Haryana, Himachal Pradesh, Rajasthan,
Uttar Pradesh and Uttarakhand. The
south has a non-cluster plant share of
57%, spread across 10 States/UTs and 41
districts. In fact, all the States/UTs in the
south have some presence of the auto
component industry spread widely across
many districts even though it has clusters
in only 3 states. This shows that there is
far greater dispersal of the auto compo-
nent industry across the south than in the
north, as would be expected with the
larger degree of urbanisation in the south.

While the north has more auto com-
ponent plants than the south, it has fewer
assemblers than the south. It is worth
noting that 41.5% of assembler plants are
not within the boundaries of any auto
component cluster. The history of auto
component clusters shows that their
growth has been supported by large
automakers like Maruti Udyog in Gur-
gaon and Tata Motors in Pune [Okadaand
Siddharthan, 2008]. They have
historically formed around the assembly
plants of these companies. As demand for
cars started growing around 2005, new
auto makers entered the Indian market. It
is possible that these new assembler
plants found it easiest to locate on the
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peripheries of existing large auto com-
ponent clusters. So, these clusters appear
to be acting as centrifugal forces for the
location of auto assembler plants.

The northernregion clusters also have
a very small range. The adjoining States
of Haryana, Delhi, Punjab, Uttarakhand,
western Uttar Pradesh, north Rajasthan
and Chandigarh make up the States that
have 5 of the 9 north region clusters, with
a 46% share of all cluster plants. Utta-
rakhand has a share in two of the north
region clusters. This is a clear case of the
impact of policy on the location choices
of industry. The Hilly Region Policy of
the Government of India [GOI, 2003], put
inplace in 2003, giving special incentives
for companies located to the hill states has
resulted in these clusters forming here.
Some companies moved their plants from
other parts of India to this area to take
advantage of these incentives.

In the south, Tamil Nadu has a part in
3 clusters, Chennai, Coimbatore and
Bangalore. All have long histories of
heavy industrialisation. Chennai and
Bangalore are metro cities. In fact, the
Chennai cluster has spread north to the
border of Andhra Pradesh and west
towards Bangalore across the Karnataka
border. We feel that that the industrial
corridor between Chennai and Bangalore
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will soon become a geographic contin-
uum thereby creating a single large
cluster encompassing these two major
metro areas.

The Dhar (Madhya Pradesh), Jam-
shedpur (Jharkhand), Kolkata (West
Bengal) and Ahmedabad (Gujarat)
clusters are very small compared to
Gurgaon. Two of the smallest clusters are
- Kolkata in the east and Satara in the
west. [t is a commentary on the demise of
the auto industry in West Bengal, once
the home of Hindustan Motors and the
Ambassador car, but is now the smallest
auto cluster in India. Satara can be con-
sidered to be in the backyard of the Pune
cluster, with the large city of Satara to
support it. Jamshedpur is the home of
Tata Motors for the past nearly seven
decades, but it can be seen that it supports
only a small cluster in its vicinity. With
Kolkata declining in its importance in the
auto sector, the impact has been felt by
this location in its backyard.

3. The Regional Context of the Auto
Component Industry in India

From observations of the pattern of
the auto-component industry that was
given in Section 2, we can see some
interesting features emerging in a
regional context. In order to analyse
these, we set up the regional context in
this Section.
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We have divided the country into two
regions for this purpose: North and South.

The South region consists of the
States of Maharashtra, Telangana, And-
hra Pradesh, Tamil Nadu, Karnataka,
Kerala and Goa, and the Union
Territories of Daman and Diu, and Dadra
and Nagar Haveli.

The North region consists of all other
States and UTs of India.

There is a significant demographic
difference between the northern and
southern regions of India as defined
above. The share of urban population in
the north is about 34%, while that in the
south is about 54% as per Population
Census 2011 [Population Census, 2011,
RBI].

A motor vehicle sector specific
analysis can be done to highlight the
context of these regional differences. We
use Ministry of Road Transport and
Highways data [GOI, 2004-05; 2014-15]
to get a time series of total vehicle reg-
istrations in all states for each year (cu-
mulative),and aggregate itinto North and
South regions. We then use population
data from the Population Census 2011
[GOI, 2001 and 2011] to calculate past
demand for motor vehicles in these
regions for each year in the period 2002
- 2015.
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Figure 2 shows the absolute demand
in terms of total motor vehicle registra-
tion in the northern and southern regions
from 2002 to 2015. Absolute demand for
vehicles in the north region is consis-
tently higher than in the south region.
North’s demand was 1.27 times more
than the South’s in 2015. In addition to
the higher demand, the population of the
north region is 2.16 times greater, and
area covered (Sq km) is 1.62 times more
than south region. This shows that in
absolute terms north is a bigger market
for motor vehicles than the south. So, for
motor vehicle industry in the south, north
presents an effective large export market.

Figure 3 shows vehicles registered
per lakh population in north and south for
the period 2002 to 2015. This shows
relative demand and purchasing capacity
for vehicles in the two regions. The south
has had higher purchasing
capacity for vehicles than the north, and
the difference has been growing over the
years. By 2015, 23.36 vehicles per lakh
population were registered in the south,
whereas 13.49 vehicles per lakh popula-
tion were purchased in the north. Con-

always

sidering registrations to be coterminous
with purchases, then, the south can be
seen as an effective agglomeration with
greater urbanisation and higher pur-
chasing capacity.
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Figure 2. Total Motor Vehicle Registration in north and south region
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Figure 3. Motor Vehicle Registration per lakh population in north and south region
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Some fundamental trends of the
northern and southern regions can be
defined here are shown by looking at their
respective shares in terms of 3 parame-
ters: Gross State Domestic Product

(GSDP), Per capita income State wise
(GSDP /Total Population). Table (2)
shows that over the period 2004-05 to
2015-16, share of south in gross total
GSDP has increased by 2.63 per cent, in
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total per capita GSDP it has increased by
0.96 per cent, while its share of total
population has decreased by 1.25 per
cent. In the south there is a declining in
the share of the population, but an
increase in its share of the Indian econ-
omy. This picture is consistent with the
vehicle registration data for north and
south, with the south showing greater
purchasing capacity normalised for
population. This is shown in Figures 2
and 3.

Table 2. Share of North and South Regions
in Gross Total GSDP, Total Per Capita GSDP
and Total Population

2004-05 2015-16
North  South North  South
(1) @ 3) “4) )
GSDP/Capita 6534 34.66 6438 35.62
Gross GSDP 5849 41.51 5586 44.14
Population (%) 69.08 30.92 7031  29.69

Source: Reserve Bank of India.

Further, another aspect of this north-
south comparison can be brought out by
bringing in factory data from the Annual
Surveys of Industry [EPWRF, 2015-16].
There is a hierarchy of plants in the
automobile vendor sector. Factories that
supply parts directly to automobile
assemblersare classified as Tier-I. Tier-II
and Tier III are plants that supply inter-
mediate inputs to Tier-I and Tier-1I plants
respectively. ACMA [2016] directory
states thatall listed firms in their directory
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supply their output to at least one
assembler. Therefore, we classified and
assumed these firms and their plants as
Tier-1 suppliers. We use data for number
of motor vehicle vendor factories (Na-
tional Industrial Classification (NIC),
3-digit 291, 293) [GOI, 2016]. The ASI
data frame includes only those registered
establishments, which employ 10 or more
workers with electricity or 20 or more
without electricity, in accordance with
the Section 2m (i) & 2m (ii) of Factories
Act, 1948 [GOI, 1948]. Therefore, we
assume that ASI data of auto-component
industry counts all Tiers of the auto
component industry, I, IT and III, which
are registered. With this, we can use the
following formula to get an idea of the
plant multiplier effect. We define this
multiplier as the number of Tier-II and IIT
plants for each Tier-I plant.

Plant Multiplier = (ASI Factories -
ACMA Plants) / ACMA Plants (for year
2015-16).

Based on this definition of the multiplier,
we find that:

Plant Multiplier (at the all-India level) =
2.38.

Plant multiplier (for south region) = 3.20
Plant multiplier (for north region) = 1.63

This shows that the southern region
has generated almost twice the number of
Tier-1l1and Il plants for every Tier-1 plant
as compared to the northern region. Since
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these Tiers are defined by employment
size of factories, this reflects more depth
in ancillarisation in terms of factory size
in the south than in the north.

Another factor that has significance
for location of industry is the degree of
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urbanisation in the region. Map 6 shows
the district level proportion of all-India
total urban population. The overlap
between all the auto component clusters
and the map of urban India is almost

complete.

Map 6. District % share of all India Urban Population

Table 3 links the degree of urbanisa-
tion to the densest parts of the clusters.
The main districts, containing the largest
proportion of plants in the cluster, are

identified and their proportion of urban
population is calculated from the Pop-
ulation Census 2011. It becomes clear
that the densest parts of the four major
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clusters are located in districts that also
have high proportions of urban popula-
tions, upward of 60%, with most of them
containing a metro city, except for
Gurgaon. Some of the smaller clusters are
also located in districts with large cities.
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There are 4 small clusters located in
districts with small urban populations;
Solan and Dhar in the north, and Auran-
gabad and Satara in the south in Maha-
rashtra. All these clusters are located
inside state industrial estates.

Table 3. Degree of Urbanisation in Vicinity of Clusters

Cluster Clusters Name Main District in clus- % Cluster % Urban % Vendor
No. ter plants in  population of Plants (India
main district  the district Total)
(D @ A3) “4) ®) (6)

1 Gurgaon Cluster Gurgaon 41.63 68.82 31.22

2 Udham Singh Nagar Cluster Udham Singh Nagar 76.47 35.58 4.04

3 Ludhiana Cluster Ludhiana 77.27 59.14 2.61

4 Jamshedpur Cluster Purbi Singhbhum 86.49 55.55 2.20

5 Haridwar Cluster Haridwar 90.63 37.77 1.90

6 Ahmedabad Cluster Ahmedabad 86.21 84.05 1.72

7 Solan Cluster Solan 55.56 17.70 1.60

8 Dhar Cluster Dhar 68.18 18.91 1.31

9 Kolkata Cluster Kolkata 72.22 100.00 1.07

10 Pune-Mumbai Cluster Pune 79.69 60.891 5.19

11 Chennai Cluster Chennai 48.42 100.00 11.28

12 Bangalore Cluster Bangalore 71.67 90.94 7.12

13 Aurangabad Cluster Aurangabad 100.00 6.37 3.26

14 Nashik Cluster Nashik 100.00 42.53 2.31

15 Coimbatore Cluster Coimbatore 95.45 75.83 1.31

16 Satara Cluster Satara 100.00 18.98 0.95

Source: Author’s calculations and Population Census [GOIL, 2011]

Solan has been the beneficiary of the
Hilly Regions policy. Dhar, Aurangabad
and Satara all have some histories of
industrial development, part of it driven
by local factors, and partly by state
encouragement of cluster formation in
growth sectors, away from the major

industrial centres. However, they still fall
within the western regions of Madhya
Pradesh and Maharashtra. These loca-
tions have taken advantage of the broader
of  industrial

western  alignment

development.
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Of the districts with about 10-11
non-cluster plants, Vadodara, Rajkot,
Kolhapur and Mysore, we know that the
plants in Kolhapur are located inside a
state industrial estate. It is likely that this
is the case with most of the others. All are
located near major cities. There are 12
non-cluster plants in the vicinity of
Hyderabad city in Telangana state.

Our analysis suggests that it is quite
appropriate to view the southern region
as a single agglomeration with the north
region as a large export market for four-
wheeler passenger vehicles. Widespread
urbanisation economies in the south have
created room for the auto component
industry to thrive, not just in large clus-
ters, but also in smaller patches. These,
in turn, have acted as centrifugal forces
for the location of auto assemblers on
their peripheries possibly resulting in the
reach of this cluster formation in the
future.

The next two Sections discuss two
other aspects relating to formation of
auto-component clusters. We first study
the role of physical infrastructure (high-
ways) in cluster formation, and its dif-
ferential provision for areas in the
country that link high performing areas
in Section 4. In Section 5 we look at the
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impact of Covid disruptions on this high
performing sector and, in turn, their
effects on employment.

4. Role of Highway Infrastructure
in Location of the Auto-
Component Industry

The provision of transport infra-
structure has been a subject of main
concern among economic geographers
and a pertinent factor in location of new
manufacturing plants as well as encour-
aging the formation of industry clusters
[Rietveld and Bruinsma, 1998; McCann,
2013] In an international context,
Woodward [1992, Pp. 690-708] high-
lights the importance of role of highway
infrastructure in attracting plant location
outside metro areas in US with respect to
automotive corridors. Furthermore, Klier
and McMillen [2008, Pp. 245-267] esti-
mated the location patterns of motor
auto-component plants in U.S. They
found that the observed location choices
are well explained by a small number of
factors and two of the factors point
toward transportation costs of goods
(good highway access and shorter dis-
tance to assemblers’ plants). One of the
main forces of agglomeration in the
European auto supplier industry is high-
way access, [Klier and McMillen, 2015,
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Pp. 558-573]. In the Indian context, rapid
growth of the automotive industry may
involve a big increase in the movement
of physical goods, (e.g., raw materials,
components, assemblies, and finished
vehicles) both within the country and
across the sea ports. For this reason,
various National and State policies
related to the automobile sector [STAM,
2016; MIDC, 2019; GOTN, 2014; GOH,
2020] have focused on development of
transport infrastructure in States and
clusters. Ghani, Goswami, and Kerr
[2015, Pp. 317-357] highlight this effect
in terms of clustering of manufacturing
operations and the resulting increased
productivity, in line with Economic
Geography insights. The authors dis-
cover that increased entrance rates for
manufacturing companies close to better
highways were brought on by a signifi-
cant intercity road investment in India
(the "Golden Quadrilateral"), and that the
labour productivity and total factor pro-
ductivity ofthese companies were higher.
According to Datta [2012, Pp. 46-57],
businesses near highway improvements
are actually run more effectively (by
storing inventories for less time).

In this Section, we show this partic-
ular characteristic of auto-component
industry clusters which is the importance
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of highway access (state/national high-
ways) for location of auto-component
plants in the clusters. For this, we
calculate the shortest Euclidean/linear
distance between the location coordi-
nates of plants to nearest coordinates on
state/ national highways. These distances
(km) from highways are calculated for
1501 auto-component plants located in
sixteen identified clusters.

We find that the average distance of
the plants to nearest highway for all the
clusters is only 2.17 km, with average
minimum and maximum distance being
0.03 km and 9.48 km respectively (Table
4).

Also, for all the sixteen clusters,
average highway access from plants’
location varies between 1 to 6.16 km. For
instance, in the Gurgaon Cluster majority
of plants are located on and around
National Highway 8 through Gurgaon,
Rewari and Alwar, and NH 48 through
Faridabad. Also, For the Pune-Mumbai
cluster, many auto-component plants are
established on the Pune-Ahmednagar
state highway and Pune-Bangalore
national highway which passes through
Satara and Kolhapur and goes further
south. Furthermore, all clusters have
significant highway coverage within
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them. Average length of highways in all
clusters area is 435 kms. It should be
noted from Table 4 that southern region
clusters have more highway coverage
(1.4 times) than the northern region
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clusters. Overall, the analysis shows that
Indian auto component plants are located
in proximity to highways. Thus, access
and coverage of highways are crucial

Cluster Clusters Name Average Distance Maximum  Minimum  Total length
No. of cluster Distance of Distance of of highways
plants to cluster plants cluster plants within
nearest to nearest to nearest  cluster (km)
highway (km) highway highway
(km) (km)
) (@) 3 “ (% (6
1 Gurgaon Cluster 244 17.55 0.00 1583.49
2 Udham Singh Nagar Cluster 1.96 12.97 0.00 79.59
3 Ludhiana Cluster 1.14 2.49 0.00 279.39
4 Jamshedpur Cluster 1.73 8.87 0.00 70.08
5 Haridwar Cluster 2.90 6.18 0.02 92.82
6 Ahmedabad Cluster 6.16 29.60 0.00 457.35
7 Solan Cluster 1.18 2.89 0.00 560.19
8 Dhar Cluster 3.09 6.32 0.00 157.29
9 Kolkata Cluster 2.18 3.54 0.17 42.75
10 Pune-Mumbai Cluster 1.48 8.48 0.00 1749.79
11 Chennai Cluster 2.87 21.13 0.00 582.30
12 Bangalore Cluster 2.70 17.95 0.00 663.48
13 Aurangabad Cluster 1.66 4.51 0.00 114.88
14 Nashik Cluster 1.10 2.50 0.04 186.53
15 Coimbatore Cluster 1.03 431 0.00 259.36
16 Satara Cluster 1.07 242 0.28 74.09
North Clusters 2.53 10.05 0.02 369.22
South Clusters 1.70 8.76 0.05 518.63
Total Clusters 217 9.48 0.03 434.59

Source: Authors’ Calculations from ACMA data.
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This highway-based analysis of plant
location shows that from Gurgaon in the
north to Coimbatore in the south, all
clusters have formed around major
transport infrastructure. In fact, it can be
claimed following Ghani, Goswami, and
Kerr [2015] and Datta [2012] that trans-
portinfrastructure has been preferentially
provided to link these high performing
industrialised western and southern
regions, so that movement of goods and
labour can be facilitated. Therefore, these
highways were constructed to facilitate
the agglomerations. With more assem-
blers in the south than the north, this road
mobility becomes important to achieve
high productivity on one hand, and a
smooth supply of components and fin-
ished vehicles, especially to the north
region on the other. It is difficult to say
which process has preceded this devel-
opment; urbanisation or industrialisa-
tion. It is clear, however, that they have
reinforced each other, and the States and
the Centre governments have aided this
process with provision of critical trans-
port infrastructure.

5. Implications for Urban
Employment in Auto Component
Sector and COVID:

In this section, we make a brief
comment about the employment gener-
ation capacity of the auto sector espe-
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cially in the context of the pandemic
The COVID 19 crisis and
associated slowdown in the demand for

years.

vehicles had deep implications for urban
employment.

The auto sector shows a peculiar
characteristic in its employment pattern.
We calculate total employment per 1000
vehicles produced in India, using
employment data from MOSP [GOI,
several years], and annual vehicle pro-
duction data from Society of Indian
Automobile Manufacturers (SIAM). We
find that over the period 2003 to 2019,
this number has been nearly constant
(Figure 4). In India, it takes about 210
workers to produce 1000 vehicles,
including both vendor and assembler
employment. Of these 160 are auto
component workers and 50 workers in
assemblers. Fluctuations around these
numbers over the years from maximum
8 per cent to minimum - 11 per cent. It
turns out that this is not a peculiarity of
the Indian auto industry. This is true of
the German auto sector as well, giving a
more or less constant 140 workers to
produce 1000 vehicles over the same
period (Kraftfahrt-Bundesamt (KBA))
This shows that as demand for vehicles

increases, employment in the auto
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industry increases at a nearly fixed pro-
portion. Figure 4 shows that since
2003-04, the number of workers per
vehicle has remained approximately
constant in both total auto workers and
auto component workers. From Figure 5
itis also clear that as production and sales
have increased, employment has steadily
risen. However, sales declined for the
first time in nearly 20 years in 2019-20,
and the COVID pandemic hit the sector
in this low period.

We have used the average employ-
ment per vehicle factor to estimate what
the loss of employment was likely to be
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during 2019 - 2022.

Total auto sector workers (Est) = 0.21 *
Total Vehicle Production

Total auto component workers (Est) =
0.16 * Total Vehicle Production

The dotted lines in Figure 5 for the
years 2018-19 to 2020-21 show the esti-
mated loss of employment in automobile
sector in times of Covid 19 due to
decrease in production. The estimated
loss in auto sector employment was
67.58% in 2020-21 compared to
2017-18, to levels last seen in 2010-11.

Figure 4. Employment per Vehicle in Automobile Industry
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Figure 5. Loss in Employment in Auto Sector due to COVID 19 restrictions
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5. Summary and Concluding Remarks

Industrial clusters seem to require
urban economies to sustain them. The
auto component sector in India is a par-
ticularly good example of this mutually
beneficial relationship. The development
of the northern region is dominated by a
single large cluster near Gurgaon
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whereas the south region has three big
clusters namely, Pune-Mumbai, Chennai
and Bangalore. Geographically, the
southern region tends to be larger in terms
of cluster development and more dis-
persed with larger peripheries than the
northernregion. The greater urbanization
in the south of India explains many
aspects of this location pattern, including
provision of infrastructure. A larger
presence of vehicle assembly plants,
greater depth in ancillarisation, and far
greater geographical dispersion of the
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industry, means that the south can be
effectively considered a large agglom-
eration that sees the north of India as an
export market, where absolute demand is
much higher. This relationship is sus-
tained by infrastructure provision that
reinforces these tendencies and aids
further cluster formation in the preferred
regions of the country. The production
and sale of motor vehicles are highly
correlated with employment in their
manufacture.
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CLUSTER PROFILESOF THE AUTO COMPONENT
INDUSTRY IN INDIA

Ashish Andhale and Sharadini Rath

The Auto-Component Industry in India is highly clustered. The industry
clusters are spread unequally across the northern and southern regions of the
country. In this study, we have attempted to under stand the detail ed geographic and
structural profiles of India’s auto component industry clusters. The geographic
profiles examined the geographic coverage and accessibility of assemblersin the
context of these clusters. The study of structural properties was based on the auto
component industry’ s product type and firm size. The study found that the southern
region tendsto be geographically larger (intermsof spread) while, at the sametime,
being moredispersedwith larger peripherieswhen comparedtothenorthernregion.
Also, it highlighted the close proximity among assemblers and component plants as
animportant factor for thelocation of the component industry. Also, an examination
of structural properties showed that a cluster is a heterogeneous mixture of firms
withsmall tolargesizefirms. Each cluster hasrepresentation by way of most product
types but the degree of this representation varies from cluster to cluster.

Keywords: Auto-Component Industry, Industrial Clusters.

1. Introduction:

Industry clustering has been dis-
cussed in the literature for a very long
time. The literature identifies critical
benefits of clustering such as increasing
returns to scale, labour market pooling
and knowledge spillover [Marshall,
1890; Jacobs, 1969; Porter, 2000, Pp.
15-34; and Becattini, 2006, pp. 664-672].
Further, Jacobs [1969] highlighted the
role of cities in the development of

clusters (by way of benefit of urbanisa-
tioneconomies). But it must be noted that
Porter’ s [2000] definition of a cluster is
most often used in cluster studies.
According to Porter "clusters are geo-
graphic concentrations of interconnected
companies, specialised suppliers, service
providers, firmsinrelated industries, and
associatedinstitutions, (e.g., universities,
standards agencies, tradeassociations) in
a particular field that compete, but also
cooperate (p. 16). Porter’s model also
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statesthat thegeographical concentration
that occursin clusters enhance the inter-
action between four factors - factor input
conditions, demand conditions, related
and supporting industries while setting
the context for firm strategy and rivalry.
Therefore, clusters are considered an
efficient tool in transforming policy into
economic growth, competitiveness and
play an increasingly prominent role in
business development and industrial
policy [Brown, et. al., 2013]. Herebriefly
give the structure of this paper.

2. A brief review of earlier papers

In the context of the auto-component
industry, inan earlier paper [Andhaleand
Rath, 2023a], using DBSCAN method-
ology found that sixteen auto-component
clustersinIndiacut acrossadministrative
boundaries; nine clusters spread across
the northern region and seven clustersin
the southern region (See, Map 1 below).
A single large cluster, Gurgaon in the
northern region, dominates the devel op-
ment of clusters in the northern region
whereas in the southern region there are
three dominant clusters: Pune-Mumbai,
Chennai, and Bangalore. The clusters
overlap with the pattern of urbanisation
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thereby highlighting the requirement of
urban economiesto sustainthem. Also, a
regiona comparison undertaken in the
study showed that the south has a larger
presence of vehicle assembly plants,
greater depth in ancillarisation in terms
of employment size of plants, and far
greater geographical dispersion of the
industry which meant that the south can
be effectively considered a large
agglomerationthat seesthenorth of India
as an export market where absolute
demandismuch higher. Thisrelationship
is sustained by the infrastructure provi-
sion that reinforces these tendencies and
aids further cluster formation in the
preferred regions of the country.

In astudy undertaken to identify the
gpatial-temporal evolution of industrial
clusters in India, the magor areas of
location concentration were identified
using similar geographical anaysis
techniques of Density-Based Spatial
Clustering of Applications with Noise
that were used in our study. Map Il in
Andhale and Rath [2023a] which is
reproduced below shows the overlap
between the DBSCAN clusters of
multi-industry types and the identified
auto-component clustersidentified.
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Map 1: DBSCAN Clustering: Sixteen Auto-component Clustersin India
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It should be noted that the database overtheperiod 2002-2018. Itisclear that
used in the [Rath, 2023a] isunrelated to auto sector clusters are a geographical
the one used here but all the same uses part of the larger industrial clusters in
plant level locations across the country India (shown in Map Il below) . This
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shows that single industry clusters, such
as the auto-component clusters, exist
within large multi-industry clusters, in
effect, giving rise to clusters within
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clusters. The advantages of being within
both, single industry, as well we multi-
industry clusters are clear, especially for
labour pooling and technology transfer.

Map 2: DBSCAN Clustering: Sixteen auto-component clustersand multi-industry clustersin India
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Given this larger perspective of
industrial clustering in India, and the
place of the auto-component industry
within it, we now move to show the
detailed profile of the auto component
industry clusters that have been identi-
fied. In this, we first understand the
clusters geographical profilesintermsof
geographical coverage and accessibility
of assemblers for auto component plants
in the clusters. Secondly, we discuss
other characteristics of the profiles of
dominant and smaller clusters. Further,
we explore the structural properties of
clustersintermsof product typeand firm
size. We use Auto Component Man-
ufacturers Association (ACMA) mem-
bership directory [ACMA, 2016] for the
anaysis. Information from the 2016
edition of this publication comprises the
basic data in the specific format used to
create a database for this study. In addi-
tion, we present qualitative analyses
drawing on an extensive interview
conducted with the regional deputy
executive of ACMA.

3. Profile of Auto-Component
Industry Clusters

3.1 Differences in geographic coverage
across clusters and between regions

An analysis of identification of clus-
ters shows that they exist in different
sizes, shapes and spread unequally inthe
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northern and southern regions of India
[Andhale and Rath, 2023a]. Larger the
geographic size of a cluster, greater the
spread in aregion with larger peripheries
thereby benefitting from larger local
economies in terms of employment
generation and also a better chance of
matching workers with the right jobs as
aresult of whichfirmscan maximisetheir
productivity. If the cluster istight and the
firms in the cluster are distributed in a
relatively small area, the reach of
employment generation potential gets
confined to a limited region of the local
economy. Thus, this analysis highlights
the importance of evenly spread geog-
raphy of theindustry for the devel opment
of regiona economies.

To analyze a cluster’s geographical
coverage, we estimate the distances (in
Km) between plants' locations (points)
by caculating the Distance Matrix
between them. Then, we find out the
maximum distance and average distance
for the sixteen clusters (See Table 1).

The estimation of the maximum dis-
tance (in Km.) between two plantsin the
cluster and the share of the number of
plants in the cluster effectively indicate
the geographical size of the cluster. On
the other hand, the average distance
between plants in the clusters shows the
tightness of the cluster. The lesser the
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average, thetighter thecluster, indicating other hand, the higher the average, the
that a high proportion of plants in the lesser the cluster’'s tightness and the
cluster operate in alimited area. On the plantsare well spread out in the clusters.

Table 1. Geographic coverage of the Clusters:-
Table (1) Cluster Wise Distribution of Plants and Geographic Size of the Clusters

No. Cluster Region No. of Plants  Share of Maximum Average
each Cluster Distance Distance
in Total (%) between Plants between Plants

in Cluster (km) in Cluster (km)

@ @ ©) Q) ©) (6) U

1 Gurgaon North 525 31.16 184.57 40.46
2. Udham Singh Nagar North 66 3.92 84.00 12.22
3. Ludhiana North 44 261 26.39 2244
4. Jamshedpur North 37 2.20 30.04 7.23
5. Haridwar North 32 1.90 66.69 11.58
6. Solan North 30 1.78 112.20 35.42
7.  Ahmedabad North 29 172 116.00 34.61
8. Dhar North 22 131 64.01 25.61
9. Kolkata North 18 1.07 18.51 7.93

Northern Clusters North Total 803 47.66 78.05 19.10

10.  Pune-Mumbai South 256 15.19 228.55 55.57

11.  Chennai South 187 11.10 119.34 30.71

12. Bangaore South 123 7.30 102.94 28.15

13.  Aurangabad South 55 3.26 40.39 7.67

14.  Nashik South 39 231 56.88 12.93

15. Coimbatore South 22 131 65.82 20.09

16. Satara South 16 0.95 46.69 8.35

Southern Clusters South Total 698 41.42 94.37 23.35
Total Cluster Plants 1501 89.08 85.19 22.56
Total Non-Cluster Plants 184 10.92 NA NA
Total Plants 1685 100.00 NA NA

Source: Author’s Calculations based on ACMA data.
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Table 1 gives these figures for all 16
auto-component clusters. It becomes
clear that, on an average, the southern
clusters have larger maximum distances
between plants as well as average dis-
tance between plants even though they
have a smaller proportion of total plants
than the northern region. Thismeans that
clusters in the south tend to be geo-
graphically more spread out with larger
peripheries. Thenorthernclustersareknit
relatively much tighter. The southern
region (105) aso has more non-cluster
plants than the north (79), showing
greater dispersal of industrial location.
This fits in with the overal industrial
clustering shown in Map 1, in which the
southernregionisshownto havefar more
wide spread industrial location than the
north. In some sense, the specialised
clusters, within the multi-industry clus-
ters are likely to have similar average
geographical features as the larger
clusters. The auto-component industry
analysis here, illustrates this clearly.
Accordingto Okada& Sidharthan[2008]
Indian industrial clusters are largely
concentrated in the three clustered
regions. NCR, Mumbai-Pune, and
Chennai-Bangalore, across different
manufacturing sectors. But, in this study,
the geographical scale of ‘clusters not
defined.
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Geographic Profile of the Gurgaon
Auto-Component Cluster

In the case of the Gurgaon Cluster,
Maruti Udyog Ltd., (MUL) played a
significant rolein devel oping the cluster.
The Company set up its two plants in
Gurgaon in Haryana in 1982 and 1992.
MUL'’s experience is unique in India,
particularly in terms of its system of
procurements and enormous efforts to
develop first-tier suppliers in its prox-
imity [Okada, 2008]. Therefore, initially,
many auto-component plants got
established in the vicinity of the MUL
plants. Later, other assemblersal so set up
their plants in this cluster which further
boosted the auto-component industry in
adjoining regions of the States of Uttar
Pradesh, Haryana and Rgasthan. For
example, Eicher PolarisPvt. Ltd., Escorts
Ltd.,, Genera Motors India Pvt. Ltd.,
HMT Ltd., SAS Motors established their
plants in the State of Haryana. Honda
Cars India Ltd., New Holland Tractors
(India) Ltd., Piaggio Vehicles Pvt. Ltd.,
in Uttar Pradesh. Ashok Leyland Ltd.,
Eicher Polaris Pvt. Ltd.,, Mahindra &
Mahindra Ltd., and Honda Cars India
Ltd., wereset up inthe State of Rgjasthan
[ACMA, 2016]. Asaresult, the spread of
the geographical cluster grew in other
neighbouring regions of Delhi. On the
other hand, Delhi became an inconve-
nient locationfor larger factoriesbecause
spacewas not readily available. Also, the
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State Government of Haryana encour-
aged policiesthat promoted the transfer
of factoriesfrom Delhi to the suburbsand
surrounding districts [Tomozawa K,
2016, Pp. 11-27]. This led to further
advantages in terms of location in the
adjoining districts of surrounding states.

The Gurgaon cluster has 525 auto-
component plants. Thisconstitutes31.16
per cent share of thetotal clustersinIndia
and 65.38 per cent share of northern
region’s clusters, which shows that this
is the primary cluster in the northern
region (Table 1). The cluster's geo-
graphical coverage is relatively large
compared to the average south and north
clusters but is smaller than the Mumbai-
Pune cluster in the south. This is seen
from the maximum distance between
plantsin thiscluster whichis 184.57 km.
being higher than the average maximum
distanceof theclustersinthenorth (78.04
km) and in south (94.37 km) regions. On
the other hand, the Gurgaon cluster's
averagedistance spreadisonly 40.46 km,
and most plants are located in Haryana
State (367 Plants), reflecting that Gur-
gaon is a very tightly knit cluster. Also,
Haryana State has only 3.8% of
non-cluster plantsin the northern region.
Thismeansthat most of the plantsin this
cluster are centred around the coreregion
of Gurgaon, and dispersion outside the
cluster isnegligible.
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This analysis also revedls that the
Gurgaon Cluster dominates in the
northern region with the highest geo-
graphical coveragein termsof maximum
distance between plants and percentage
shareof plants. However, itisavery tight
cluster seen from the smaller average
distance between plants. The impact of
this cluster in terms of localisation
economies is confined to limited areas
resulting in employment generation in
the primarily urban areas surrounding the
National Capital Region (NCR) of Delhi.
In order to quantify the place of the
metropolisin the location preferences of
industry, Rath [2023a] attempted a geo-
graphical calculation for the category of
Other Workers (all non-agricultural
workers) for figures given in the Pop-
ulation Census 2011 [GOI, 2011]. The
Euclidean distance of the centroid of the
metropolis to the centroids of districts
around it was measured. The percentage
share of district level Other Workers in
the respective State total was assigned to
these centroids. The cumulative share of
Other Workers as one moves away from
the metropolis in widening circles was
plotted (This means that, in Haryana,
taking Delhi as the metropolis, about 60
per cent share of Other Workers were
located within 100 kms or 45 per cent of
the total distance within Haryana from
Delhi. Similarly, in Uttar Pradesh, it was
found that 40 per cent share of Other
Workerswere located within 200 kms or



VOL. 34 NOS. 3&4

25 per cent of total distance within UP
from Delhi. Given the large industrial
cluster around Delhi seenin Map 1, this
shows that the employment impact is
highly concentrated in the immediately
adjoining areasof the cluster. Theimpact
of the metropolis in location choice of
industry and resulting employment pat-
terns becomes clear from this analysis.

3.1.1 Geographic Profile of the
Pune-Mumbai Auto-Component
Cluster

The Pune-Mumbal auto-component
cluster in Maharashtra is a location
choice for many top assemblers. The
cluster consists of 22 large assemblers
plants in Maharashtra, including Tata
MotorsLtd, Ashok Leyland Ltd, General
Motors India Pvt. Ltd.,, Mahindra &
Mahindra Ltd., Mercedes-Benz India
Pvt. Ltd., Piaggio Vehicles Pvt. Ltd.,
Skoda Auto India Pvt. Ltd., and Volk-
swagen IndiaPvt. Ltd., etc., which arein
various parts of the cluster [ACMA,
2016].

The Pune-Mumbai Cluster with 256
plants is spread across industrially
advanced districts and urban agglomer-
ations namely Pune (205 plants), Mum-
bai (29) and Thane (12) districts of the
State of Maharashtra. The cluster
constitutesa 15.19 per cent share of total
plants in India and 36.68 per cent share
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of the plantsin the entire southern region
(Table 1). The cluster is largely centred
around Pune which has along history of
automotive industry of different kinds,
including 2 and 3-wheeler production.
For instance, Bharat Forge, one of the
oldest and largest auto component man-
ufacturersinindia,islocatedin Pune, and
is part of the historical legacy of this
cluster. They are credited with creating
standards of quality and a unique culture
within this cluster.

With the maximum distance between
plants of 228,55 km, Pune-Mumbai
cluster isthelargest geographic cluster in
India (Table 2). The average distance
between plants (55.57 km) between
plants is higher than in all other clusters
from south and north, reflecting good
dispersal of the auto component industry
in periphery regionsin the cluster (Table
1). Furthermore, Maharashtra has 20 per
cent of the southern region’s total of
non-cluster plantswhich isfar more than
for the total for northern clusters like
Gurgaon. This shows significant disper-
sion of plantsin the state, which might be
because it is located within the larger
western industrial cluster as shown in
Map 1. Also, Rath [2023a] showed that
61 per cent share of the total Other
Workersfor the state was located within
200 kms or 23 per cent of the total
distance from Mumbai revealing that



516

employment generation is significantly
influenced by the presence of these
clusters.

3.1.2 Geographic Profile of the Chennai
Auto-Component Cluster

Chennai Cluster with 187 plants are
spread acrossmainly threedistrictsof the
State of Tamil Nadu - Chennai (92),
Kancheepuram (72) and Tiruvallur (19).
[Okada & Sidharthan, 2008] point out
three historical factors which led to the
emergence of one of the oldest -Chennai
clusters. Firstly, the Tariff Commission
[GOI, 1957] recommended discourage-
ment of imports (including automobiles
and auto components) while, at the same
time, favoured domestic production of
automobile & auto component. At that
time several Tamil Nadu (then Madras)
based firms like the TVS group and
Standard Motors were already at the
forefront and active in industria pro-
duction. Chennai had the benefit of
proximity to seaports when the
auto-component  industry  heavily
depended on imports in the 1960s. Sec-
ondly, the Government of Tamil Nadu
actively supported these local firms
between 1950s and 1960s. Thirdly, sev-
eral Tamil Nadu based industrieslikethe
TVS group, MRF, Standard Motors,
Ashok Leyland and the Rane group
played an active and notable role in
forming the cluster in Chennai.
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The Chennai cluster has 11.10 per
cent share of total plants in India and
26.79 per cent share of total southern
region (Table 1). The cluster is also the
hub of 19 plants of magor assemblers
including Ashok Leyland Ltd., Ford
India Pvt. Ltd., Hyundai Motor India
Ltd.,, Nissan Motor India Pvt. Ltd.,
Kamaz VectraMotors Ltd., BMW India
Pvt. Ltd., and Renault India Pvt. Ltd.,
[ACMA, 2016]. The maor auto-
component industries here are the Rane
and TV S group of industries.

In terms of geographical coverage of
thedistribution of 11.10 per cent share of
total plantsin the cluster given the max-
imum distance between plants of 119.34
km, this cluster is one of the larger
clustersafter Puneand Gurgaon clusters.
On the other hand, the average distance
between plantsinthecluster isonly 30.71
km which is less than in regard to Gur-
gaon and Pune clusters which indicates
that the cluster is very tightly
concentrated with less dispersion of
plantswithin the cluster. Tamil Nadu has
about 16 per cent of southern non-cluster
plants showing reasonable dispersion of
location. This is likely to be due to the
wide spread urbanisation and accompa-
nying industrial location in Tamil Nadu
[Andhale and Rath, 2022].
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3.1.3 Geographic profile of other
small northern region clusters

Apart from the main Gurgaon cluster,
Udham Singh Nagar and Haridwar are
pertinent clusters in the northern hilly
region of Uttarakhand State. The cen-
trally sponsored hilly region policy
[ Schemeof Packagefor Special Category
States, GOI, 2003] played a significant
role in developing these clusters. Under
that policy, fiscal incentives such as
exemptionfrom excisetaxes& corporate
tax and capital investment subsidieswere
given to attract the manufacturing
industry. These incentives helped to
attract the auto-component industry. As
aresult, the clusters have 3.92 per cent
and 1.90 per cent share of total plants
along with geographical size of 84 km
and 66 km in Udham Singh Nagar and
Haridwar clusters, respectively. Mahin-
dra & Mahindra, Tata Motors, Ashok
Leyland, Bajg Auto have established
branch plants in Uttarakhand. Auto
component units from the two clusters
cater to these assemblers. Large auto-
component manufacturers such as,
Minda Industries Ltd., Munja Auto
Industries Ltd., ABC Bearing Ltd., and
BreaksIndiaPvt Ltd are also some of the
companies that set up plants in this
cluster.
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Ludhiana is the other cluster in the
northern region with 44 plantsand a2.61
per cent share of total plantsand 5.48 per
cent share of the northern region plants.
These auto component plants mainly
cater to nine assemblers in the Punjab
region, including some tractor manufac-
turers- Preet TractorsPvt. Ltd., Mahindra
Swarg Tractors Ltd., and International
Tractors Ltd. Also, JCBL Ltd., Interna
tiona Cars & Motors Ltd., and Swarg]
Mazda Ltd. The magor auto component
manufacturers here are Chopra Autotech
Pvt Ltd., Emkay Automotive Industries
Ltd.,, and the GNA and New Swan
groups. This is a small cluster with
maximum distanceof 26.39 kmsbetween
plants. The average distance between
plants of 22.44 km presents atightly knit
cluster.

Ahmedabad is an auto-component
cluster in the northern region, which
developed in Gujarat and Daman & Diu
region. It has 29 plantsand 1.72 per cent
shareof total plantswiththegeographical
size of 116 km area. The industry caters
to four assemblers, namely, AMW
Motor, Ford India, Mahindra Gujarat
Tractorand TataMotorsLtd. Theaverage
distance between plantsis 34 km.

Similarly, Jamshedpur, another vita
cluster in the northern region, consists of
a 2.20 per cent share of total plants and
isspread relatively inasmall areawith a
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geographical size of 30.04 km. The
cluster developed in the state of Jhark-
hand and caters to mainly Tata Motors
Ltd.,and TataCumminsLtd. Kolkataand
Dhar are two more small clusters in the
northern region with atotal plant share of
less than 2 per cent.

3.1.4 Geographic Profile of other
small southern region clusters

In the southern region, Bangalore is
another prominent cluster with ashare of
7.30 per cent of the total plants and the
maximum distance between plantsis 103
km, showing that thegeographical size of
the Bangalore cluster is ailmost equal to
the Chennai. Karnataka has 22 non-
cluster plants, 22 per cent of the southern
total, showing that thereisgood dispersal
of this industry within the state, even
outside the main cluster. Similarly,
Aurangabad, Nashik and Satara are the
other essentia clusters in the southern
region with thetotal share of plants 3.26,
2.31and 1.06 per cent, respectively. They
arewell spread out inthe southernregion,
with geographical coverage of 40.39 km,
56.88 km and 46.69 km, respectively.
Also, Coimbatoreisanother small cluster
in the southern region with a share of
relatively fewer plants (1.31 %) but
expanded in extensive geographical
coverage compared to other small clus-
tersin the southern region.
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Overdl, the northern and southern
region clusters constitute 89.08 percent-
age share of plants in clusters areas,
whereas the remaining 10.92 per cent
plantsoperateinthenon-cluster area. We
see that the geographical coverage of the
southern region cluster (94.37 km) is
16.32 km more than the northern region
cluster (78.05 km) reflecting an average
gpatial spread of southern clustersthat is
more than the northern counterpart. The
average distance between plants in both
clustersis almost similar (Table 1). For
non-cluster areas, southern states have
more plants than northern states. These
stati stics suggest that South tendsto have
locations that more dispersed with larger
peripheries than the north region. A
single large cluster dominates the
development of the northern region near
Gurgaon, whereas the southern region
has three significant clusters namely,
Pune-Mumbai, Chennai and Bangalore
with smaller clusters creating greater
dispersal.

Apartfromsizeof clusters, they differ
from each other intermsof their business
culture. A mix of Indian and Japanese
business culture dominates the Gurgaon
cluster and Maruti Suzuki developed a
culture of actively partnering with the
vendorsand quality improvement. North
hasthe peculiarity of morefamily-owned
auto-component business than the south.
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Chennai cluster isan old orthodox cluster
with more focus on consciousness of the
product quality than the Gurgaon and
Pune-Mumbai clusters. Sundaram fas-
teners from Chennai are the biggest
exporters of fasteners with the best
quality products (I nterview with regional
deputy executive of ACMA).

4. Accessibility of auto component
plantsfor an assembler in cluster

The global automotive industry is
dominated by assembler centric location
of the auto-component industry. In case
of the United States, a study [Smith and
Florida, 1994, Pp. 23-41] highlighted the
role of particular type of agglomeration
and the co-location of backward and
forward linked plants in the process of
location of industries. Spatial co-location
represents the subsets of spatial events
whoseinstancesareoftenlocatedinclose
geographic proximity. The study shows
close proximity between assemblers and
component plants to be an essential
location factor. Another study of the
location pattern of auto-component
plants in the U.S found that "shorter
distance to assembler plants’ is an
important variablefor thelocation [Klier
and McMillen, 2008, Pp. 245-267].
Various studies on different locations,
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including India, are consistent with the
tight linkages between assemblers and
suppliers observed in the context of just
in time production, which requires most
productionto be performed inreasonably
close proximity to the assembly location
[Klier and McMillen, 2015, Pp. 558-573;
Okada and Siddharthan, 2008]. In the
Indian context, it becomes essential to
highlight the above characteristics by
examining the geographical relationship
between assembl ersand auto-component
vendors.

The previous section points out the
location of various motor vehicles
assembler plantsinevery cluster inIndia
This Section analysesthe accessibility of
auto component plants for an assembler
located in prominent clusters. For this
anaysis, we find the Distance Matrix to
measure the distance between each 94
assembler plants and 1659 auto compo-
nent plants (vendors) using geographical
tools such as Open-Source Desktop
Geographic Information System soft-
ware (QGIS 3.24.2) to understand the
accessibility of vendor plants for
assemblers. Accessibility highlights the
role of proximity between plants &
assemblers. It also ultimately reveasthe
degree of concentration of plants.
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The Table 2 shows the accessibility
of vendor plants for an assembler up to
500 km with five distance range catego-
ries across cluster and non-cluster
regionsin northern and southern parts. In
the southern and northern regions, more
than 30 per cent of vendor plants are
accessible for an assembler within 100
km. In the northern region up to 300 km.
78.82 per cent cluster plants and 16 per
cent non-cluster plants are accessible for
an assembler. On the other hand, in the
southernregion, 76 per cent cluster plants
and 50.51 per cent non-cluster plantsare
accessiblefor anassembler upto 300 km.
This analysis highlights two things -
firstly, the prominent role of ‘close
proximity’ (100km. distance) inindustry
location and development of the cluster.
Secondly, it impliesthat the accessibility
of vendors for an assembler in northern
clusters shows a high degree of concen-
tration of vendors in close proximity of
assemblers. On the other hand, the
southern region shows degree of con-
centrationislesser when compared tothe
north and greater spread out of plants
from assemblers, with a greater propor-
tion of non-cluster plants within easy
reach of assemblers. Interview with
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regional deputy executive of ACMA also
highlighted that the location of vendors
is primarily dependent on two factors:
‘location of assemblers and ‘ quantity of
sales’ of the product. Assemblerslike to
have vendors supplying products with
high salesvolumesclosetothem, for ease
of inventory maintenance and quick
supply. Vendors supplying productswith
low sales volumes can be further away.

The pattern of accessibility of non-
cluster vendors for assemblers shows a
significant difference between the north
and south regions as seen in Table 2. In
the north, non-cluster vendors are quite
far away from assemblers, with 85 per-
cent being more than 300 kms away.
However, in the south, non-cluster
vendorsare more evenly distributed over
the range of 100 to 500 kms from
assemblers. Thisshowsthat the nature of
industrial location in the south is quite
different from the north, with greater
willingness to locate outside clusters or
further away from other similar indus-
tries. This probably indicates that land,
labour and other inputs are more easily
accessible outside clusters in the south
than in the north.
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Table 2. Accessibility of Vendorsfor an Assembler for Five Distance Range

North Region South Region Grand Tota
Distance Range Cluster Non- North Total Cluster Non- South Total
(KM) cluster cluster
) 2 (©) Q) ©) (6) ) (C)
0to 100 32.68% 6.00% 32.59% 31.04% 4.96% 30.93% 31.51%
100 to 200 15.34% 2.00% 15.30% 14.94% 20.66% 14.97% 15.08%
200 to 300 30.80% 8.00% 30.72% 30.01% 24.79% 29.99% 30.24%
300 to 400 9.05% 38.00% 9.15% 11.33% 20.66% 11.37% 10.60%
400 to 500 12.13% 46.00% 12.24% 12.67% 28.93% 12.74% 12.57%
Tota 100.00%  100.00%  100.00%  100.00%  100.00%  100.00% 100.00%

Source: Author’s calculations

5. The Structural Properties of
the clusters

This Section explores the two struc-
tural characteristics of the clusters,
namely, firms size variation across
clusters then product type variation
across clusters. These characteristics
hel p usto understand thestructural nature
of clustering.

5.1 Share of Firm Sze in employment
in Clusters

Anaysis of firms size variation
across clusters indicates the concentra-
tion of firms employment categoriesin
clusters. Thehigh shareof largefirmscan
show high technological development
and capital usage. In addition, the large
firms have more backward linkages
which havethe capacity to generate more
employment in the clusters.

We have defined the firm size
according to the number of employeesin
the firms [Diebolt et a., 2016, Pp.
85-102]:

Small firms: less than 100 employees,
Medium firms:  100-250 employees,
Large firms.more than 250 employees

I nformation about employeenumbers
in the ACMA data was at the firm level
but not at the plant level. To usethisdata
for cluster level analysis we cannot use
employee data at firm level for those
firmswhich have plantsin morethan one
cluster, since they cannot be separated at
plant level. Therefore, we haveused firm
level data on employment for only those
firms who have all plants in the same
cluster, sothat theemployeenumberscan
be aggregated at cluster level. We have
used this method to analyse the product
profiles of clusters as well below in
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Section 5.2.

Comparing firm size by employment
across our DBSCAN clusters indicated
earlier, we observe that the overall share
of large firms in the total is higher than
the small and medium firms (Table 3). It
becomes clear that there is a difference
between large and small clustersin their
firm size profile. Large clusters tend to
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have fewer large firms and a greater
proportion of medium and small firms
(Gurgaon, Pune-Mumbai and Chennai
clusters). Smaller clusters appear to have
more large firms, and a smaller propor-
tion of medium and small firms (Coim-
batore, Satara in the south and
Ahmedabad, Solan, Ludhinana in the
north).

Table 3. Comparison of firm size across Cluster.

Clusters\ Firm size Large Medium Small Grand Tota
@) @ (©) Q) ®
North 31% 46% 23% 100%
Ahmadabad Cluster 57% 43% 0% 100%
Dhar Cluster 100% 0% 0% 100%
Gurgaon Cluster 29% 51% 19% 100%
Haridwar Cluster 0% 100% 0% 100%
Jamshedpur Cluster 6% 63% 31% 100%
Kolkata Cluster 29% 29% 43% 100%
Ludhiana Cluster 41% 14% 45% 100%
Solan Cluster 50% 38% 13% 100%
Udham Singh Nagar Cluster 0% 0% 100% 100%
Non Cluster 28% 36% 36% 100%
South 34% 41% 26% 100%
Aurangabad MH Cluster 38% 50% 13% 100%
Bangalore Cluster 30% 37% 33% 100%
Chennai Cluster 30% 45% 26% 100%
Coimbatore Cluster 60% 20% 20% 100%
Nashik Cluster 38% 38% 23% 100%
Pune- Mumbai Cluster 26% 45% 30% 100%
Satara Cluster 67% 33% 0% 100%
Non Cluster 65% 24% 12% 100%
Grand Total 32% 44% 24% 100%

Source: Author’s Calculations from ACMA data
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In large clusters, there is a greater
scope for a multiplier effect, with
assemblers and large vendors encourag-
ing a depth in the supply chain, with
medium and small firms proliferating. In
small clusters, itispossiblethat thisscope
exists only to a small extent or maybe
does not exist.

Thereisadifference in the profile of
the non-cluster plants in the north and
south. Most of thenon-cluster firmsinthe
south are large, with a small proportion
beingmediumand small. Inthenorth, this
is different with a vast majority of non-
cluster firmsbeing mediumand small. So
location choices of large firms are quite
different between north and south, with
large firms possibly spearheading dis-
persal of industrial location in the south.

It isinteresting to refer back to And-
haleand Rath (20234) hereto observethat
the for overall multiplier that was
calculated using ASI plant for the year
2015-16 , assuming ACMA plantsto be
Tier-I, the south had a much larger mul-
tiplier from Tier-1 to all thosebelow, than
the north. Thisisclearly reflected in this
analysisof firm size. In fact, in the year
2015-16, ASl workers for the auto-
component sector are larger in the south
(334607) than in the north (245170). The
south gets the advantage in two ways,
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namely, large firms creating a greater
depth of supply chain, also more dis-
persed location choice.

5.2 Product Profile of Clusters

The following analysis shows the
share of product composition in indi-
vidual clusters revealing the specialisa-
tion of clustersin terms of product type.
ACMA hasdivided product typesinto six
categories. Body Parts, Drive Transmis-
sion & Steering Parts, Electrical Equip-
ments, Electrical Parts, Engine Parts,
Others Parts, and Suspension and
Braking Parts. The information about
product type is given at the firm level.
Therefore, as in the previous section
given data limitations, we only consider
single-plant companies and multi-plant
companieshaving their plantsinthesame
cluster (Table 4).

Some notable and similar properties
emerge concerning the distribution of
product type in clusters. Firstly, the
largest percentageof firms produce Other
Parts and Engine Parts in the sixteen
clusters (Table 5). Engine parts segment
constitutes 142 different components
[ACMA, 2016]. These are recognised as
high-value components in the industry.
As shown in Figure (2) and (3), with 30
per cent of plants, the southern region has
a greater share of these firms than the
north at 20 per cent.
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Table 4. Distribution of firmsin clustersas per product type
Type of Products Multi-Plant Single Plant Com- Grand Total
Companies having their panies
plantsin the same Clus-
ter
(1) (2 3 (4

Body Parts 21 38 59
Drive Transmission & Steering Parts 29 54 83
Electrical Equipments 7 15 22
Electrical Parts 6 15 21
Engine Parts 40 91 131
Others a4 104 148
Suspension and Braking Parts 11 25 36
Grand Total 158 342 500

Source: Author’s Calculations from ACMA data

Firms producing ‘Other Parts also
havealarge sharein clusters. Other parts
consist of the production of bolts, nuts,
rivets, screws and washers, latch
assemblies, sheet assemblers, different
types of bearings, etc. In industry, these
are considered as low-value. Auranga-
bad, Bangalore, Dhar, Kolkata, Harid-
war, Jamshedpur, Ludhiana clusters and
Non-cluster regions have more than 30%
firms producing these other parts. The
majority of the clusters have more than
50% share of firms producing Engines

and Other Parts.

Table (5) shows that Drive Trans
mission & Steering Parts firms have a
high presence of plants in all clusters
exceptforsmall cluster likeHaridwar and
Satara. Notably, Northern clusters like
Ludhiana and Gurgaon specialisein this
product type with 36 and 17.23 per cent
of all product types, respectively (Table
5). Overall, each cluster has representa-
tion in most of the product types. How-
ever, the degree of this representation
variesfrom cluster to cluster. The lowest
share of plants is for Body Parts, elec-
trical equipments and electrical parts
categories for clusters. According to
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officias of the ACMA, electrical equip- specialised. It is possible that thisis the
ment and parts suppliers tend to be reason for their low share within these
generic across many industries, not clusters.

Table5. Product type-wise distribution in clusters.

Product type wise distribution in clusters

All clusters N/S Body DriveTrans Electrica Electrical Engine Others Suspension Grand
Parts (%) mission& Equipmen Parts (%) Parts(%) (%) andBraking Total
Steering ts (%) Parts (%) (%)
Parts (%)
@ @ ©) 4 ©) (6) ) (©) ©) (10)
Gurgaon Cluster N 1311 17.23 7.87 7.12 2097 26.59 7.12 100
Ludhiana N 4.00 36.00 0.00 4.00 16.00 32.00 8.00 100
Jamshedpur Cluster N 16.67 16.67 0.00 0.00 556 4444 16.67 100
Kolkata N 9.09 18.18 0.00 0.00 9.09 5455 9.09 100
Solan N 9.09 36.36 9.09 9.09 36.36  0.00 0.00 100
Ahmadabad N 14.29 28.57 0.00 0.00 4286 14.29 0.00 100
Dhar N 16.67 16.67 0.00 0.00 16.67 50.00 0.00 100
Udham Singh Nagar N 25.00 25.00 0.00 0.00 25.00 25.00 0.00 100
Haridwar Cluster N 50.00 0.00 0.00 0.00 0.00 50.00 0.00 100
Pune- Mumbai Cluster S 14.53 1111 5.98 2.56 2735 2991 8.55 100
Chennai Cluster S 441 14.71 2.94 5.88 36.76 22.06 13.24 100
Bangalore S 8.16 16.33 2.04 0.00 30.61 38.78 4.08 100
Aurangabad MH S 5.56 16.67 0.00 5.56 2222 3333 16.67 100
Nashik S 27.78 16.67 0.00 0.00 27718 22.22 5.56 100
Coimbatore S 0.00 14.29 14.29 0.00 2857 2857 14.29 100
Satara S 33.33 0.00 0.00 0.00 66.67 0.00 0.00 100
North Total S 11.07 13.57 3.93 2.86 30.36 28.93 9.29 100
South Total S 12.82 19.37 6.27 5.98 2023 28.21 7.12 100
NON CLUSTERS 7.94 14.29 1.59 3.17 36.51 30.16 6.35 100
Grand Tota 11.67 16.57 4.90 447 2579 28.67 7.93 100

Source: Author’s Calculations from ACMA data.
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Figure 2. Percentage Share of Product type of Northern Region Clusters.

Percentage Share of Product type of Northern Region

Source: Author’s Calculations from ACMA data.
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Figure 3. Percentage Share of Product type of Southern Region Clusters
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Source: Author’s Calculations from ACMA data.
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6. Summary and Concluding Remarks

This study sets out the geographical
andstructural profilesof auto-component
clusters identified from plant level data.
On the average, southern clusters have
larger maximum distance between
plants, as well as average distance
between plants, even though they have a
smaller proportion of total plantsthanthe
northern region. Thismeansthat clusters
in the south tend to be geographically
more spread out, with larger peripheries.
Thenorthern clustersarerelatively much
tighter. The southern region also has
more non-cluster plants than the north,
showing greater dispersal of industrial
location. Thisfitsinwith the overall map
of industrial concentrations in India, in
which the southern region is shown to
have far more wide spread industrial
locationthanthenorth. Insomesense, the
specialised clusters within the multi-
industry concentrationsarelikely to have
similar average geographical features as
the larger clusters. The auto-component
industry anaysis here illustrates this
clearly.

We have aso showed that there is a
difference between large and small
clusters in their profile of firm size by
employment. Large clusterstend to have
fewer large firms, and a greater propor-
tion of medium and small firms (Gur-
gaon, Pune-Mumbai and Chennal).
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Smaller clusters appear to have more
large firms, and a smaller proportion of
medium and small firms (Coimbatore
and Satara in the south and Ahmedabad,
Solan, and Ludhinanain the north). Most
of the non-cluster firms in the south are
large, with a small proportion being
medium and small. In the north this is
different with a vast majority of non-
cluster firms being medium and small.
So, location choices of large firms are
quite different between north and south,
with large firms possibly spearheading
dispersal of industrial location in the
south. The south gets the advantage of
both, large firms creating a greater depth
of ancillaries, and a more dispersed
location choice.

Interms of profile of clustersinterms
of the products they manufacture, a
combination of high value engine parts
and low value other miscellaneous parts
make up about half the share of products
inmost clusters. Both thesevendorshave
alarger presence in the southern region.
The northern region has alarger share of
vendors of body parts, drive
transmission-steering partsand el ectrical
parts. There are cluster-wise differences
in product profile of firms, but they are
small. Most clusters have some propor-
tion of all product vendors.
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PERFORMANCE ASSESSMENT OF THE AUTO-
COMPONENT INDUSTRY CLUSTERS IN INDIA

Ashish Andhale*

Thisstudy attemptsto anal yze the perfor mance of the automobile-component
industry in India. Thisisundertaken by analyzing theindustry at the all- Indialevel
in terms of critical financial and structural parameters. Given the geographical
spread of the industry across different state clusters and the growing dominance of
the industry within the overall automobile sector, this study focuses on its per-
formance across ‘states clusters and across ‘north - south regions using key
financial and structural parameters. Analysis of ratios and aggregates cal culated
onthebasisof unit-specificinformationin Annual Survey of Industries(AS) datasets
aimsto derivethefollowing measures. overall partial productivity and resource use
efficiency, differentinput intensities, factoriesand workers, debt rateand profit rate,
partial factor productivity and total factor productivity. We find that the auto-
component industry performed well in the period 2004-05 to 2016-17 in terms of
critical parametersat theall-India level. However, an in-depth analysisusing Sate
groups to represent clusters shows inter-cluster differences in many parameters.
Regional level analysisof theindustry showsthat the souther n region performsbetter
than its northern counterpart.

Keywords: Auto-Component Industry, Industrial Clusters.

1. Introduction

In a previous paper [Andhale and
Rath, 2022a], we analysed the clustering
of auto-component industry based on
data given in the Automobile Component
Manufactures Association (ACMA)
directory, and identified sixteen auto-
component clusters in India using
DBSCAN methodology. The analysis

revealed that nine clusters were spread
across the northern region and the
remaining seven clusters spread across
the southern region of India. The devel-
opment in the northern region has been
dominated by a single large cluster near
Gurgaon (Map 1 given below) whereas
the southern region has three big clusters,
namely, Pune-Mumbai, Chennai and
Bangalore (Map 2 given below). It was

* Ashish Andhale is Ph.D. student at Gokhale Institute of Politics and Economics.
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Map 1. Auto-Component Industry Clusters in the Northern Region of India

+ Auto-Component Industry Plants
Assembler Plants
Highways

[ Cluster Boundary
State Boundary

Source: Author’s calculations.

also shown in [Andhale and Rath, 2022b]
that clusters in the southern region tend
to be geographically more dispersed with
larger peripheries than in the northern
region. We also showed that there is a
difference between large and small
clusters in their profile of firm size in
terms of employment generation. Large
clusters tend to have fewer large firms
and a greater proportion of medium and
small firms (Gurgaon, Pune-Mumbai and
Chennai). Smaller clusters appear to have

more large firms and a smaller proportion
of medium and small firms (Coimbatore
and Satara in the south and Ahmedabad,
Solan, and Ludhiana in the north). Most
of the non-cluster firms in the south are
large with a small proportion being
medium and small ones. In the north this
feature is reversed, with a vast majority
of non-cluster firms being medium and
small. So, location choices of large firms
are, thus, quite different in the north and
south, with large firms possibly spear-
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heading the dispersal of industrial loca-
tion in the south. The south has the
advantage of large firms creating a
greater depth of ancillaries and also a
more dispersed location choice. In terms
of profile of clusters and in terms of the
products they manufacture, a combina-
tion of high value engine parts and low
value other miscellaneous parts make up
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about half the share of products in most
clusters. Both these vendors have a larger
presence in the south. The north has a
larger share of vendors of body parts,
drive-transmission-steering parts and
electrical parts. There are cluster-wise
differences in product profile of firms but
they are small. Most clusters have some
proportion of all product vendors.

Map 2. Auto-Component Industry Clusters in the Southern Region of India

- Auto-Component Industry Flants
- Assembler Plants
highways
[ Cluster Boundary
StateBoundary

Source: Author’s calculations.

Given this background of these two
studies regarding the auto component
industry clusters, we now attempt to
understand the performance of these
clusters. This study is, thus, an extension

of these earlier studies.

In order to understand the perform-
ance of these clusters, Annual Survey of
Industries (ASI) data on employment,
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gross value added (GVA) and produc-
tivity parameters can be used. As pointed
out in Andhale and Rath, 2022a there is
a hierarchy of plants in the automobile
vendor sector. Factories that supply parts
directly to automobile assemblers are
classified as being part of Tier-I while
those in Tier-1I and III are plants that
supply intermediate inputs to Tier-I and
Tier-II plants respectively. ACMA
[2016] directory stated that all listed
firms in their directory supply their out-
put to at least one assembler. Therefore,
we classify and assume the firms listed in
the ACMA directory and their plants as
Tier-Isuppliers. The ASI data framework
includes all those registered establish-
ments which employ 10 or more workers
with electricity connection or 20 or more
without electricity without connection in
accordance with the Section 2m (i) and
2m (ii) of the Factories Act, 1948 [GOI,
1948]. ASI data is, thus, available for
plants in all Tiers and at the State level
too.

For the purpose of the analysis here,
we assumed that all information regard-
ing this sector in the ASI for a particular
state be applied to the clusters in the state.
So, the ASI data for Tamil Nadu will be
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applied to the Chennai and Coimbatore
clusters together. In short, we assess
cluster performance by identifying clus-
ters in a particular State. Table 1 below
gives the details. The sixteen clusters are
therefore grouped under eleven states for
the analysis with ASI data.

Table 1 shows that the largest state
cluster is in Tamil Nadu, with 1384 fac-
tories. The next is in Maharashtra, with
1331 factories. Both these are single state
clusters. The Delhi cluster is in 3rd
position, with 1142 factories across 4
states, UP, Delhi, Haryana and Rajas-
than. For the ACMA Tier I plants, as
shown in Andhale and Rath [2022b], this
order was different. The 4 states of Delhi,
Haryana, UP and Rajasthan together had
569 plants, the largest number. Maha-
rashtra had 389 plants and Tamil Nadu
249. We also showed in that paper that
the south region had a larger multiplier
between ACMA Tier I plants and ASI
factories of Tier II & III. In the south this
multiplier was 3.20, while in the north it
was 1.63. This effect can be seen in the
changed ordering of the state clusters in
Table 1, with Tamil Nadu the largest,
Maharashtra 2nd and the Delhi state
cluster 3"
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Table 1. Conversion of DBSCAN Clusters to State Clusters

Conversion of DBSCAN Clusters to State Clusters

State Name of Combination States Cluster Non- ACMA  ASI Factories
Cluster State Cluster of DBSCAN Plants cluster Plant 2016-17
No Clusters Plants Total
(D 2 A3) “4) ®) (6) (M ®)
1 Delhi Gurgaon Uttar Pradesh, 528 33 561 1142
Delhi, Haryana,
Rajasthan
2 Uttarakhand Udham Uttarakhand 99 2 101 298
Singh Nagar,
Haridwar
3 Punjab Ludhiana Punjab 55 0 55 240
Himachal Solan Himachal 15 1 16 83
Pradesh Pradesh
5 Jharkhand  Jamshedpur Jharkhand 37 0 37 147
6 West Bengal Kolkata West Bengal 18 1 19 43
7 Gujarat Ahmadabad Gujarat, Daman 28 48 76 201
and Diu, Dadra
Nagar Haveli
8 Madhya Dhar Madhya Pradesh 20 2 22 156
Pradesh
9 Maharashtra Pune, Auran Maharashtra 368 21 389 1331
gabad,
Nashik,
Satara
10 Karnataka  Bangalore = Karnataka 98 22 120 498
11 Tamil Nadu Chennai, Tamil Nadu 234 15 249 1384
Coimbatore
Source: Author’s calculations
Analysis of critical financial- industry, b) To Measure different input

economic ratios and aggregates calcu-
lated on the basis of unit-specific
information in ASI data sets. The
objectives of the study are: a) To Measure
overall partial productivity and resource
use efficiency of the auto component

intensities of the auto component indus-
try, ¢) To measure auto component sec-
tor’s financial parameters such as debt
rate and profit rate, and d) To measure
partial and total factor productivity of the
auto component industry.
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Such an analysis was carried out for
the years 2004-05 and 2016-17, at various
levels, i.e., (i) All India level sectoral
analysis of the auto component industry
and (ii) "State Clusters" analysis of auto
component industry, wherein state-level
data is aggregated into data for eleven
state clusters (Table 1), iii) the regional
level analysis, with these eleven state
clusters divided into Northern and
Southern regions.

We have used Annual Surveys of
Industry data, which has been sorted and
formatted by the EPW Research Foun-
dation [EPWRF, 2004-05 to 2016-17].
We selected this database as it offers a
systematic and consistent dataset after
carrying out the concordance for the
different National Industrial Classifica-
tions (NICs) that have been used during
the study period 2004-05 to 2016-17.
Specific data in ASI is available by state
and union territories based on two and
three-digit NIC codes, including vari-
ables like the number of factories, num-
ber of workers, output and input, etc.

In the 2008 ASI survey [GOI, 2008],
the auto component industry is included
in the broad two-digit code 29 which
refers to ‘manufacture of motor vehicles,
trailers and semi-trailers’. Within this, we
use the three-digit sub-classification
codes 292, which refers to ‘manufacture
of bodies (coachwork) for motor
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vehicles, manufacture of trailers and
semi-trailers’ and 293 which refers to
‘manufacture of parts and accessories for
motor vehicles’ both directly related to
the auto component industry. All indus-
trial parameters with monetary values are
deflated using the wholesale price index
of manufacturing products GOI [2008-09
with 2004-05 as the base year].

After this elaborate introduction, the
paper is further organized as follows-.
Section 2 presents a brief analysis of the
growth of auto-component industry at all
India level, followed by a performance
assessment of the sector by State Clusters
in Section 3. Section 4 presents a sum-
mary and our concluding remarks.

2. Analysis of the growth of the Auto-
Component Industry in India
between 2004-05 and 2016-17

The automobile industry which is
classified as ‘The Manufacture of Motor
Vehicles, Trailers and Semi-Trailers’ in
ASI survey witnessed the highest per-
centage rise of workers (193.54%) from
2004-05 to 2016-17. Also, this industry
has added. the greatest number of formal
sector manufacturing workers, next only
to manufacture of chemical and chemical
products (NIC-24) and the manufacture
of Wearing Apparel Dressing and Dying
of Fur (NIC-17) in the study period (see
Table 2 below).
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Table 2. Sector wise Distribution of Workers and Net Entry of Workers in
Registered Manufacturing Industry in India
Two digit Industry 2004-05 2016-17  NetEntry  2004-05 2016-17  Percentage
No (In 000’s)  (In 000’s) of rise of
Workers: workers:
2016-17 2016-17
Over Over
2004-05 2004-05
(%)
O] (3) (4) (5) (6) (7) ()
17 Manufacture of Wearing Apparel 1258 1913 655 15.51 13.40 52.04
Dressing and Dying of Fur
34 Manufacture of Motor Vehicles, Trail- 336 986 650 4.14 6.91 193.54
ers and Semi- Trailers
26 Manufacture of Other Non-Metallic 516 1066 550 6.36 7.47 106.74
Mineral Products
15 Manufacture of Food Products and 1326 1838 512 16.35 12.88 38.61
Beverages
29 Manufacture of Machinery and Equip- 434 846 412 5.35 5.92 94.85
ments N.E.C
27 Manufacture of Basic Metals 575 984 410 7.08 6.90 71.35
25 Manufacture of Rubber and Plastic 301 697 397 3.71 4.88 131.81
Products
28 Manufacture of Fabricated Metal Prod- 315 705 390 3.89 4.94 123.67
ucts, Except Machinery and Equip-
ments
18 Manufacture of Textiles 449 777 328 5.53 5.44 73.20
31 Manufacture of Electrical Machinery 236 490 254 291 3.43 107.67
and Apparatus N.E.C.
19 Tanning and Dressing of Leather Man- 149 392 243 1.83 2.74 163.55
ufacture of Luggage, Handbags,
Saddlery, Harness and Footwear
36 Manufacture of Furniture; Manufactur- 175 360 185 2.16 2.52 106.07
ing N.E.C.
35 Manufacture of Other Transport 184 321 137 2.27 2.25 74.30
Equipment
21 Manufacture of Paper and Paper Prod- 176 251 75 2.17 1.76 42.52
ucts
23 Manufacture of Coke, Refined Petro- 79 154 75 0.98 1.08 94.52
leum Products and Nuclear Fuel
22 Publishing, Printing and Reproduction 114 184 70 1.40 1.29 61.77
of Recorded Media
33 Manufacture of Medical, Precision and 62 117 56 0.76 0.82 90.36
Optical Instruments, Watches and
Clocks
32 Manufacture of Radio, Television and 102 149 47 1.25 1.04 46.14
Communication Equipments and
Apparatus
20 Manufacture of Wood and Products of 49 90 41 0.60 0.63 84.92
Wood and Cork, Except Furniture,
Manufacture of Articles of Straw and
Plating Materials
15 Manufacture of Tobacco Products 471 466 -4 5.80 3.27 -0.91
30 Manufacture of Office, Accounting 26 20 -6 0.32 0.14 -21.50
and Computing Machinery
Total 8113 14276 6164 100 100 76

Source: EPWRF, [2004-05 to 2016-17].
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Hence, the industry played a vital role
in employment generation and is con-
sidered as a sunrise manufacturing sector
for future growth. At three-digit level, we
find that the share of workers in the
automobile sector as a whole contributed
by the auto component industry increased
from 76.26 per cent in 2004-05 to 79.02
percent in 2016-17. Motor vehicle man-
ufacturers (Assemblers) contributed only
21 percent share in 2016-17. Workers in
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the component industry are 3.76 times

more than the assembler manufacturers
(Table 3).

This shows that a growth in the large
supply chain of the automobile industry
and development of clusters are primarily
driven by the auto-component industry in
India.  The industry’s employment
increases due mainly to growth in
demand for automobiles.

Table 3. Distribution of Workers and net Entry of Workers in Automobile Industry in India

Three  Three digit Automobile Industry 2004-05 2016-17  NetEntry  2004-05 2016-17  Percentage
digit No of rise of
Workers: workers:
2016-17 2016-17
Over Over
2004-05 2004-05
(%)
(1) (2) (3) (4) (5) (6) (7) (8)
341 341 - Manufacture of Motor vehicles 79746 206946 127200 23.74 20.98 159.51
342 342 - Manufacture of Bodies (coach 22453 59517 37064 6.68 6.04 165.07
work) for motor vehicles; manufacture
of trailers and semi-trailers
343 343 - Manufacture of Parts and acces- 233764 719722 485958 69.58 72.98 207.88
sories for motor vehicles and their
engines [brakes, gear boxes, axles,
road wheels, suspension shock absorb-
ers, radiators, silencers, exhaust pipes,
steering wheels, steering columns and
steering boxes and other parts and
accessories n.e.c.]
Auto Component_ Total (342+343) 256217 779239 523022 76.26 79.02 204.13
Automobile Industry Total 335963 986185 650222 100.00 100.00 193.54

Source: EPWREF, [2004-05 to 2016-17]
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The auto-component industry at the
all-India level witnessed rapid positive
growth as total output in real terms for
this sector increased by nearly 110 per-
cent from Rs. 1,344 Lakh in 2004-05 to
Rs. 2,847 Lakhin 2016-17, registering an
average annual growth rate of 6.45 per-
cent. Gross value added (GVA) doubled
from Rs. 308 Lakh in 2004-05 to Rs. 616
Lakh in 2016-17, growing at an annual
growth rate of 5.95 percent. Also, the
number of registered factories nearly
doubled from 2,969 in 2004-05 to 5,775
in 2016-17 and the number of employees
nearly tripled during 2004-05 and
2016-17. This buoyant growth in the
component sector happened due to
expansion of the domestic market and
policy promotion of exports to external
replacement market [Uchikawa and Roy,
2013]. On the other hand, GV A to output
ratio of the industry decreased marginally
from 22.97 percent in 2004-05 to 21.69
percent in 2016-17, thus reflecting con-
cern about the overall productivity of the

auto component industry. Resource
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efficiency also decreased marginally
with GVA to input ratio decreased from
29.81 percentin 2004-05 to 27.70 percent
in 2016-17 (Table 4).

With regards to factor payments, the
average (real) wage per worker in the
organized auto component industry grew
at an annual growth rate of 4.88 per cent.
Debt rate (as defined in Table 5 below)
registered a marginal decrease from
28.62 per cent to 25.27 per cent thereby
implying a lower dependency on bor-
rowed capital for financing the invest-
ment over the years. The competition in
the auto component industry became
severe after the 2000s with new small
enterprises facing difficulty to compete
with existing companies [Uchikawa and
Roy, 2013], resulting in an overall sig-
nificant decrease in profit rate at the
all-India level from 22.24 per cent in
2004-05t0 14.61 percentin2016-17 with
an average annual negative growth rate

of -3.44 per cent.
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Table 4. Critical Aggregates and Derived Ratios of Auto Component Industry in India (2004-05 to 2016-17)

(At 2004-05 prices)

Variables 2004 - 2005 2016 - 2017 CAGR
) (2 3 “

Number of Factories 2969 5775 5.70
Number of Employees 25621 7779239 9.71
Fixed Capital / No of factories 406.92 957.56 7.39
Working Capital /No of factories (Rs. Lakhs) 125.95 272.16 6.63
Physical Working Capital /No of factories (Rs. Lakhs) 156.86 340.06 6.66
Invested Capital /No of factories (Rs. Lakhs) 563.78 1297.63 7.19
Gross Value Added / No of Factories (Rs. Lakhs) 308.67 617.57 5.95
Output/ No of Factories (Rs. Lakhs) 1344.03 2847.06 6.45
Total Input / No of Factories (Rs. Lakhs) 1035.37 2229.49 6.60
Profits / No of Factories (Rs. Lakhs) 121.76 167.40 2.69
Wages / No of Factories (Rs. Lakhs) 44.04 117.15 8.49
Gross Capital Formation / No of Factories (Rs. Lakhs) 156.24 180.36 1.20
GVA/Input (%) 29.81 27.70 -0.61
GVA/Output (%) 22.97 21.69 -0.47
Ratio to NVA
Total Emoluments 28.52 39.47 2.75
Rent paid 2.00 1.80 -0.92
Interest paid 5.24 7.46 2.99
Profits 28.28 17.03 -4.14
Factor Remuneration rates
Wages/Workers (In Lakhs) 1.02 1.81 4.88
Debt Rate (%) 28.62 25.27 -1.03
Profit rate (%) 22.24 14.61 -3.44
Factor Intensity
Workers/Output 0.06 0.05 -2.50
Workers/Plant 86.30 134.93 3.80
Total Capital/ Output 0.42 0.46 0.69
Fixed capital /Output 0.30 0.34 0.88
Fixed capital /Workers 4.72 7.10 3.47
Fixed Capital/ Total Capital (%) 72.18 73.79 0.18
Fuel Consumed/ Workers 0.54 0.59 0.71
Fuel Consumed/ Fixed Capital (%) 11.49 8.32 -2.66
Partial Factor Productivity
GVA/ Workers 3.58 4.58 2.08
Output/ Worker 15.57 21.10 2.56
GVA/ Fixed Capital 0.76 0.64 -1.34
Output/Fixed Capital 3.30 2.97 -0.87

Source: EPWRF, [2004-05 to 2016-17].
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Table 5. Definition of Debt Rate and Profit rates
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1) DEBT RATE = OUTSTANDING LOANS / INVESTED CAPITAL +
CURRENT ASSETS)

Where OUTSTANDING LOANS represent all loans whether short term or
long term, whether interest bearing or not, outstanding according to the books
of the factory as on the closing day of the accounting year;

INVESTED CAPITAL is the total of fixed capital and physical working
capital;

CURRENT ASSETS is the sum total of raw materials & components,
packaging materials, fuels and lubricants, spares, stores and others, semi-
finished goods/ work in progress, finished goods, cash in hand and at bank,
sundry debtors and other current assets.

2) PROFIT RATE= PROFITS / (INVESTED CAPITAL + CURRENT

ASSETS - OUTSTANDING LOANS)

The industry also witnessed a mar-
ginal decline in partial capital produc-
tivity (measured in output per unit capital
and GVA per unit capital). On the other
hand, workers’ partial productivity
measured in output per unit of workers
and GVA per unit of workers grew with
the average annual growth rate of 2.08
percent and 2.56 percent, respectively.
(Table 3 above).

3. Performance assessment of Auto-
Component Industry by State Clusters

In this Section, we report the results
of an analysis of critical financial-
economic ratios and aggregates calcu-
lated on the basis of unit specific
information in ASI data sets. The

objective is to derive the following:

a. Measures of overall partial pro-
ductivity and resource use effi-
ciency.

b. Measures of different input inten-
sities

c. Measures of basic key economic
parameters, namely factories and
workers

d. Measures of sector’s financial
parameters such as Debt rate and
Profit rate

e. Measures of partial factor produc-
tivity and total factor productivity

f. Some other ratios which provide a
summary measure of the overall
business environment and sectoral
efficiency.
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The analysis for these measures was
carried out for the years 2004-05 and
2016-17at (i) All Indialevel, i.e., sectoral
analysis of the auto component industry
and (ii) analysis of "State Clusters" of the
auto component industry wherein state-
level data is aggregated into data for
eleven state clusters (Table 1) and iii)
analysis at the regional level analysis.
The eleven state clusters were divided
into those inthe northern region and those
in the southern region.

3.a Cluster wise analysis of Key
indicators of industry

At the all-India level, the number of
registered factories in clusters doubled
from 2,814 in 2004-05 to 5,523 in
2016-17, with an average annual growth
rate of 5.78 percent. However, this
addition in factories differs significantly
across state clusters. Tamil Nadu cluster
from the southern region attracted the
maximum number of factories and
workers in this period (Table 6), 820 of
the total addition 2,709 in 2004-05 to
2016-17 (30.26 percent) in the country.
Its share of factories to total factories
increased from 20 per cent in 2004-05 to
25 per centin 2016-17. Next to this, State
Cluster 9 (Maharashtra) added 555 fac-
tories of total addition of 2,709 factories
(20.48  percent). Even though
Maharashtra’s share of factories to total
factories decreases from 27.50 percent in
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2004-05 to 24 percent in 2016-17, these
two southern clusters (Maharashtra and
Tamil Nadu) continue to contribute 50
percent of total factories in this period.

On the other hand, in the northern
region, State Cluster 1 (Delhi) is one of
the prominent and larger clusters which
added only 445 factories during this
period (16.42 percent). Its share of fac-
tories in the all clusters total decreased by
4 percent by 2016-17. The other small
clusters added some factories Uttarak-
hand (10.89%), Punjab (2.47%), Hima-
chal Pradesh (2.58%), Gujarat (3.32%),
and Madhya Pradesh (3.14%) during the
period 2004-05 to 2016-17 (Table 6).
Only Uttarakhand state cluster managed
to improve its net share of factories sig-
nificantly going from 3 to 298 factories
over this period. In contrast, all other
northern clusters lost their net share of
factories in 2016-17 except the marginal
increase in Himachal Pradesh and Mad-
hya Pradesh State clusters. We also see
the number of factories in the West
Bengal cluster decrease during this
period (Table 3).

Similarly, in the case of employment,
all clusters in the northern region lost
share of its workers to total workers in all
clustersin 2016-17 compared to 2004-05,
except for Uttarakhand state cluster,
going from 100 to 20102 workers. On
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the other hand, Tamil Nadu and Maha-
rashtra state clusters showed a positive
net change in share of workers in2016-17
compared to 2004-05. Together both the
clusters employed 48 percent share of
total workers in 2016-17. Also, the net
share of workers of the southern clusters
increased by 6.83 percent in the study
period (Table 3). The geographical
analysis of clusters in Paper-1 shows that
southern clusters are larger in geographic
size compared to the northern region.
This analysis shows that the southern
region contributes more factories and
more employment generation than the
northernregion. Itis possible that the new
factories located more in the southern
region than in the north, because south
consists of old clusters like Pune-
Mumbai and Chennai that have more
domestic and foreign assemblers, more
tier two and tier three vendors and more
technical and infrastructural facilities
than the northern regions.

3.b Cluster-wise analysis of Gross
value added (GVA)

At all India level, the real GVA esti-
mate for the industry increased from Rs.
11,01,627 lakh in 2004-05 to Rs.
35,25,530 lakh in 2016-17, registering an
average annual growth rate of 10.18
percent. This buoyant growth rate of the
industry contributes from all the state
clusters. In addition, the cluster-wise
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contribution of GVA is highly correlated
with its share in factories. Among the
northern region, Delhi cluster which
accounts 20.67 percent share of total
factories contributed 23.78 percent share
of GVA in 2016-17 but showed the
lowest average annual GVA growth rate
of 5.13 percent from 2004-05 to 2016-17.
Uttarakhand accounts for only 5.40 per-
cent share oftotal factories, but shows the
highest average annual GVA growth rate
among all clusters with 80.80 percent.

In Uttarakhand, this significant
growth rate in GVA and factories and
employment results from the central
government’s policy provision in the
state. In 2003, the Department of Indus-
trial Policy & Promotion (DIPP) of the
Central  Government  of  India
implemented the "Scheme of Package for
Special Category States" in the hilly
regions of Uttarakhand and Himachal
Pradesh [GOI, 2003]. Hundred per cent
excise duty exemption on outright basis
to new industrial units and the existing
units on substantial expansion, and 100%
income tax exemption for five years and
thereafter 30% for companies and 25%
for other than companies for a further
period of 5 years were provided under the
scheme. As a result, many of the assem-
blers and auto-component units shifted to
the small industrial areas mainly in
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Udham Singh Nagar district of Uttarak-
hand. Himachal Pradesh has not seen
such growth in the auto-component
sector.

All other northern clusters, including
Punjab, Himachal Pradesh, Jharkhand,
West Bengal, Gujarat and Madhya Pra-
desh, show low CAGR of GVA com-
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pared to Uttarakhand, but the lowest was
in the Delhi cluster (Table 7). In the
southern region, Maharashtra, Tamil
Nadu, Karnataka showed impressive
CAGR of GVA with 13.34, 11.57 and
10.82 percent respectively. In 2016-17,
the contribution of southern region
clusters to GVA is 1.61 times that of
northern region clusters.

Table 7. Cluster-wise Gross Value Added in Auto-Component Industry (2004-05-2016-17)

State  State Clusters GVA GVA CAGR GVA GVA CAGR GVA/ GVA/ CAGR
Cluster (Rs. (Rs. (%) /Output  /Output (%)  Input (%) Input (%) (%)
No Lakhs)  Lakhs) (%) (%) 2004-05 2016-17
2004-05 2016-17 2004-05 2016-17
(O] @ 3) “ (5 (6) @) (®) ©) (10) an
1 Delhi 459917 838431 5.13 19.23 21.29 0.85 23.80 27.05 1.07
2 Uttarakhand 175 213579  80.80 25.25 22.19 -1.07 33.78 28.51 -1.40
3 Punjab 22669 86825 11.84 24.21 24.04 -0.06 31.95 31.64 -0.08
4 Himachal 3130 26867 19.62 39.85 24.10 -4.10 66.24 31.75 -5.94
Pradesh
5 Jharkhand 31526 82553 8.35 32.78 18.44 -4.68 48.77 22.62 -6.20
6 West Bengal 2379 5086 6.54 6.24 26.15 12.69 6.65 35.40 14.95
7 Gujarat 14140 56539 12.24 19.82 22.98 1.24 24.72 29.83 1.58
8 Madhya 19493 40217 6.22 21.38 23.18 0.68 27.19 30.17 0.87
Pradesh
9 Maharashtra 210916 948085 13.34 21.10 24.81 1.36 26.75 32.99 1.76
10 Karnataka 94801 325352 10.82 26.44 23.33 -1.04 35.94 30.42 -1.38
11 Tamil Nadu 242481 901996 11.57 25.45 18.42 -2.66 34.14 22.57 -3.39
ALL INDIA 1101627 3525530 10.18 21.59 21.53 -0.02 27.54 27.44 -0.03
(Clusters)
Southern 548198 2175432  12.17 23.72 21.51 -0.81 31.10 27.40 -1.05
Clusters
Northern 553429 1350097  7.71 19.83 21.57 0.70 24.73 27.50 0.89
Clusters

Source: EPWRF, [2004-05 and 2016-17]



In 2004-05, except for West Bengal,
all other state clusters showed impressive
double-digit figures for GVA per unit of
output (in %) and GVA per unit of input
(in %). There is not much difference
across clusters in these two indicators.
This picture remains the same over the
years with a very CAGR in all clusters
(Table 4). This shows that clusters have
impressive overall partial productivity
and resource efficiency but the growth
rate of these indicators across all the
clusters remained low over the years.

3.c Cluster wise analysis of Input Cost

Atall India level, the sector’s average
annual wages per worker increased from
Rs. 1.11 Lakh in 2004-05 to Rs. 1.78 lakh
in2016-17, registering an average annual
growth rate of 4.03 percent only. Simi-
larly, the average wage per worker
increased marginally in all clusters under
consideration. Northern region clusters
witness the most increase in CAGR of
wages per worker, Uttarakhand jumped
up by 12.68 % and Himachal Pradesh by
6.55% per annum (Table 8 given below).
While Delhi shows the lowest CAGR of
wages per worker at 2.87%, other clusters
witnessed a marginal increase in the
range of 3-6 percent. In the industry, there
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is a reliance on employing capital than
labour, which explains the low wages and
its low growth in the industry.

The debt rate is an indicator of the
level of indebtedness of the cluster. It is
defined as the ratio of outstanding loans
to the sum of the invested capital and
current assets [Singhal and Saksena,
2017, Pp. 15-40]. Lower the debt rate, the
better it is for an organization implying
lower dependence on borrowed capital
for financing the investment. Interest-
ingly, from 2004-05 to 2016-17 the debt
rate has increased in all the clusters
except the marginal decline in Punjab and
West Bengal (Table 5). At the all-India
level, there is a small decline in the debt
rate. However, that analysis includes
other states that are not part of the state
clusters. It is possible that medium and
small auto-component industry in these
states has contributed to this difference in
debt rates in these two cases.

Profit rate is the ratio of profits to the
sum of invested capital and current assets
less outstanding loans [Singhal and
Saksena, 2017]. The profit rate declined
over the years in all clusters except for
the major increase in Uttarakhand with
14 percent CAGR (Table 5). Also,
Mabharashtra has improved its profit rate
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from 34.75 to 38.34 percent with a mar-
ginal CAGR 0.82 percent. But, profit rate
in clusters like Himachal Pradesh and
West Bengal has fallen drastically (Table
5). The annual growth rate of profit is
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negative across clusters, similar to the
all-India level, indicating that the return
on owned capital decreased over the

years.

Table 8. Cluster wise Analysis of Returns to Factor Inputs in Auto-Component Industry
(2004-05-2016-17)

State State Clusters Wages/ Wages/ CAGR  Debt Debt CAGR  Profit  Profit CAGR
Cluster worker  worker % Rate Rate % Rate Rate %
No (Rs) Rs)
2004-05 2016-17 2004-05 2016-17 2004-05 2016-17
(O] ()] 3 “ () (6 ()] ®) © (10) amn
1 Delhi 1.22 1.71 2.87 18.68  29.55 3.90 34.80 15.62 -6.46
2 Uttarakhand 0.26 1.10 12.68 222 2046 2032 10.85  52.19 13.99
3 Punjab 0.89 1.51 4.47 42,59  34.00 -1.86 17.21 15.51 -0.86
4 Himachal Pradesh 0.60 1.29 6.55 3.74 174.19 37.72  90.64 -27.85
5 Jharkhand 0.98 1.87 5.50 20.02  30.80 3.66 34.38 5.93 -13.62
6 West Bengal 0.83 1.66 597  297.68 11280 -7.77 35.02 -74.43
7 Gujarat 0.60 1.26 6.36 32.04  63.36 5.85 3193  27.76 -1.16
8 Madhya Pradesh 0.80 1.12 2.93 4534 5753 2.00 21.19 17.02 -1.81
9 Maharashtra 1.06 2.05 5.63 31.94  50.04 3.81 3475 3834 0.82
10 Karnataka 1.36 2.24 4.28 21.43 36.94 4.64 20.21 19.36 -0.36
11 Tamil Nadu 1.12 1.79 4.04 25.09  42.00 4.39 29.51 13.94 -6.06
12 ALL INDIA 1.11 1.78 4.03 26.06  40.64 3.77 31.69 2197 -3.01
(Clusters)
Southern Clusters 1.14 1.96 4.59 27.11 44.57 4.23 29.67  23.48 -1.93
Northern Clusters 1.07 1.54 3.11 25.00  34.80 2.80 33.68  20.07 -4.22

Source: EPWRF, [2004-05 and 2016-17]

The debt rate is an indicator of the
level of indebtedness of the cluster. It is
defined as the ratio of outstanding loans
to the sum of the invested capital and
current assets [Singhal and Saksena,
2017, Pp. 15-40]. Lower the debt rate, the

better it is for an organization implying
lower dependence on borrowed capital
for financing the investment. Interest-
ingly, from 2004-05 to 2016-17 the debt
rate has increased in all the clusters
except the marginal decline in Punjab and
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West Bengal (Table 5). At the all-India
level, there is a small decline in the debt
rate. However, that analysis includes
other states that are not part of the state
clusters. It is possible that medium and
small auto-component industry in these
states has contributed to this difference in
debt rates in these two cases.

Profit rate is the ratio of profits to the
sum of invested capital and current assets
less outstanding loans [Singhal and
Saksena, 2017]. The profit rate declined
over the years in all clusters except for
the major increase in Uttarakhand with
14 percent CAGR (Table 5). Also,
Mabharashtra has improved its profit rate
from 34.75 to 38.34 percent with a mar-
ginal CAGR 0.82 percent. But, profit rate
in clusters like Himachal Pradesh and
West Bengal has fallen drastically (Table
5). The annual growth rate of profit is
negative across clusters, similar to the
all-India level, indicating that the return
on owned capital decreased over the
years.

Heavy requirement of capital for
survival in a competitive market and the
dominance of a few large tier one auto-
component firms and assemblers seem to
be factors that explain the deterioration
in profit rate across clusters. There is
evidence based on an interview with a
regional deputy executive of the ACMA
(30th November 2019) that vendors are
part of the pan-India supply chains Major
vendor firms supply parts to assemblers
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far outside their own clusters. So, there is
likely to be intense competition resulting
inincreasing debt and declining profit for
the sector as a whole.

3.d Cluster wise Analysis of Partial
Factor Productivity

In the following analysis, measures of
‘partial factor productivity’ are defined in
terms of labour (measured in output or
GVA per worker) and capital (measured
in terms of output or GVA per unit of
capital). Over the years, figures of partial
productivity of labour show an increasing
trend in all the clusters except a marginal
decline in Delhi and Himachal Pradesh
(Table 9), which results in its overall
decline in northern region. On the other
hand, southern clusters show a positive
CAGR in both indicators of labour pro-
ductivity. Presence of more technical
training and research institutions, along
with more Tier-I and II factories explain
higher labour productivity in the south.
In 2004-05, indicators of capital pro-
ductivity show phenomenal figures
across all the clusters, but fail to maintain
this trend by 2016-17 in all clusters
except Uttarakhand. Uttarakhand indi-
cates a high CAGR of 8.11 percent of
GVA per fixed capital from 2004-05 to
2016-17. This is because the cluster in
this state is very new, with factories
increasing from 3 to 298 over this period.
A large amount of capital expenditure has
taken place over this period, with a very
fast process of industrial production.
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Overall, the results show that there is
no significant variation in labour and
capital productivity trends across all the
clusters. This shows that the industry is
following similar patterns of deployment
of capital and labour across clusters and
regions for output targets.

3.e Cluster wise Analysis of Total
Factor Productivity

Total Factor Productivity (TFP) is
measured by a simple growth accounting
method across clusters. This is to
understand the differences among overall
productivity in clusters. In the literature,
productivity is measured by a production
function which with capital and labor in
the Cobb-Douglas [Cobb and Douglas,
1928, Pp. 139-165] form is formulated as,

Y=A+K"+L"

The equation represents total output
(Y) as a function of total-factor produc-
tivity (A), capital input (K), labor input
(L), and the two inputs respective shares
of output (o0 and B are the share of
contribution for K and L, respectively).
In an analysis by Solow [1956, Pp.
65-94], A refers to technological
improvement. However, another form of
this equation was proposed by Goldar, B.
[1986;2006], Goldar and Kumari [2003],
Singh [2016, Pp. 108-120] which used

JOURNAL OF INDIAN SCHOOL OF POLITICAL ECONOMY

JULY-DEC 2022

the growth accounting method to calcu-
late TFP using industry data. Singh
[2016; 2017, Pp. 821-1833] proposed a
simple technique to calculate TFP in the
growth accounting method. As the name
suggests, growth accounting refers to
growth in total factor productivity over
time, and the equation is:

%AY = %AA +aK - %AK + aN - %AN

In the equation %AY represents
growth in output/year, %AK is the growth
in the capital stock/year, %AN is termed
as growth in the labor supply/year, %AA
is termed as growth in total factor pro-
ductivity/year, aK is represented as
%AY/%AK or elasticity of output with
respect to capital (holding A and N fixed)
and aN is termed as %AY/%AN or elas-
ticity of output with respect to labor
(holding A and K fixed). Our paper used
the growth accounting technique (Solow
Residual) because the objective is to
estimate how much output, on average, is
acquired from a set of inputs by an
industry-focused data set. Table 10
summarizes the variables and data used
to find out the TFP of auto-component
clusters.

At the all-India level, total factor
productivity calculated by this growth
accounting method, shows -12.8% aver-

age annual negative growth from
2004-05 to 2016-17.
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Table 10. TFP variables, definitions and data source

Variable Definition Deflator Data Source
(1) (2) A3) (4)
Output (Q) Gross value added (GVA) to Deflated by industry-specific 1) GVA obtained from the
the firm Wholesale Price indices (WPI)  Annual Survey of Industries

(EPW)
2) WPI obtained from the
Ministry of Commerce &
Industry of India

Labor (N) Total Workers Total workers obtained Annual

Capital (K) Fixed capital stock series
constructed by perpetual

inventory method.

manufacturing at current and

constant prices given in NAS

Deflator is derived from the
data on gross fixed capital

formation in registered

Survey of Industries (EPW)

1) Net fixed capital formation
obtained from Annual Survey
of Industries (EPW).

2) Deflator obtained from
Macroeconomic Aggregates.

Source: Singh (2017).

Table 11 shows mean growth rates of
Inputs, Output and TFP from 2004-05 to
2016-17 for state clusters. While there is
phenomenal growth in inputs and output
in all the clusters (Tables 3, 4), produc-
tivity is not up to the mark. Total factor
productivity in prominent clusters in the
north like Delhi, Uttarakhand, Himachal
Pradesh, Gujarat and Madhya Pradesh
shows negative growth in TFP for the
given period. Only Punjab and Jharkhand
show low positive growth in TFP. Simi-
larly, large southern clusters like Maha-
rashtra, Chennai and Karnataka also
show negative TFP growth for 2004-05
to 2016-17. The above analysis of TFP
and partial factor productivity shows that
overall, the industry successfully

attracted resources and investment in all
the clusters but failed on the productivity
front. It is clear that in spite of reaching
full production in a short time period, the
Uttarakhand cluster has not been able to
achievessignificant growth in TFP. Policy
driven cluster formation of this type
creates employment, but remains low on
the productivity front, compared to old
and more mature clusters. It should be
mentioned here that, with the introduc-
tion of the Goods and Services Tax
(GST), the policy instrument for hilly
regions has lapsed. It will be interesting
to watch how industry reacts to this
change and how the future trajectory of
this cluster takes place.
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Table 11. Average annual growth rate of Inputs, Output and TFP from 2004-05 to 2016-17

Clusters Inputs Output Total Factor
State Cluster Number of  Stock NFCF  Gross Value Productivity
No/ N-S Workers (AAGR) Added AAGR
(AAGR) (AAGR)
(M 2 ©) “4) ®) (6)
3N Punjab 7.91% 32.04% 29.62% 4.29%
5N Jharkhand 10.35% 59.38% 40.10% 2.49%
6 N West Bengal 47.28% 51.38% 48.84% 1.20%
8N Madhya Pradesh 0.36% 25.38% 8.56% -2.11%
118 Tamil Nadu 10.10% 26.39% 14.41% -7.28%
10S Karnataka 3.23% 31.54% 6.03% -10.69%
98 Maharashtra 1.93% 33.42% 6.79% -11.56%
IN Delhi 8.14% 31.05% 10.55% -13.38%
7N Gujarat 14.39% 65.45% 28.33% -17.44%
4N Himachal Pradesh 27.09% 90.07% 45.66% -18.59%
2N Uttarakhand 122.71% 296.75% 119.47% -81.09%
12N North 7.16% 33.31% 9.61% -12.76%
138 South 3.50% 30.59% 6.65% -10.83%
14T All Clusters 4.88% 31.67% 6.62% -12.82%
Source: Author’s Calculations
3.f Analysis of Differencein Inter- X, — %,
regional (North & South) variation t= i
nom

We conduct t-tests to detect if there
are "statistically significant" differences
in the average performance of regions on
certain critical ratios. A t-test can be used
when comparing the means of two groups
(a.k.a. pairwise comparison). The for-
mula for the two-sample t test (the Stu-
dent’s t-test) [Student, 1908, Pp. 1-25] is
shown below.

In this formula, t is the t value, X; and X,
are the means of the two groups being
compared, S2 is the pooled standard error
of the two groups, and n, and n, are the
number of observations in each of the
groups.

These tests were undertaken for the
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year 2016-17 data. Results (Table 12)
show that the basic indicators of suc-
cessful industrialization such as number
of factories and GVA vary significantly
across the South and North region. The
southern region has larger mean factories
and mean GV A than north. Even though
the differences in mean workers across
regions are insignificant, mean partial
productivity of labour varies greatly
whenmeasured in terms of output per unit
of worker. This can be the result of better
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environment for workers in the southern
region in terms of training and educa-
tional facilities and availability of urban
amenities, with better infrastructure than
the north. High labour productivity in
south also gives higher returns to labour
there. Variations in the mean returns to
labour is significant across the regions
when measured in terms of wages per unit
of worker. The south performs better than
the north.

Table 12. Analysis of Difference in Inter-regional (North & South) variation

Difference in the Mean of Measure Of Test Statistic p-value Significant
(T-test) or not

) (@) 3 “ ()

1. Factories No of Factories 2.499 0.044* Yes
2. Workers No of Workers 2311 0.05* Yes
3.GVA GVA 2.493 0.044* Yes
4. GVA /Output Overall Partial Productivity -0.292 0.396 No
5. GVA/ Input Resource use efficiency -0.282 0.398 No
6. GVA/ Fixed Capital Partial Productivity of Capital 0.813 0.220 No
Output/Fixed Capital 1.207 0.131 No

7. GVA / Worker Partial Productivity of Labour 1.986 0.050%* Yes
Output/ Worker 3.372 0.006** Yes

8. Profit Rate Returns to Owned Capital 1.280 0.116 No
9. Wages / Worker Returns to Labour 3.588 0.008%* Yes
10. Debt Rate Ability to Repay Loans -1.169 0.138 No

*Significant at 5%; **Significant at 1%
Source: Author’s Calculations
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4. Summary and Concluding remarks

We have used the Annual Surveys of
Industry data to link these clusters to the
state level data for the sector, to study
their performance, and to create regional
insights. We have created groups of
States that represent each of the clusters
so that ASI data can be linked to their
performance. We find that the auto-
component industry performs well in
period 2004-05 to 2016-17 in terms of
critical parameters at the all-India level.
However, an in-depth analysis using state
groups to represent clusters shows
inter-cluster differences in many param-
eters. Employment, number of factories
and GV A doubled or more atthe all-India
level. However, the share of the north in
employment and workers declined, and
its GVA also grew at a slower pace than
the south. Surprisingly, the variation in
the mean values of some performance
parameters for individual clusters, such
as labour and capital productivity, wages
per worker, profit and debt rate is not
significant. This shows that there is
industry standard of deployment of
labour, capital for an expected output. All
clusters operate to this basic model. On
the other hand, regional level analysis
shows that taken together, southern
region performs better than the north in
most of these. Overall, growth in total
factor productivity was negative for most
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clusters, showing that the industry suc-
cessfully attracted resources and invest-
ments in all clusters, but failed on the
productivity front.

In 2003, Government of India intro-
duced the Scheme of Package for Special
Category States in the Hilly Regions
[GOIL, 2003]. It gave huge exemptions on
excise duty and income tax for industries
locating inthoseregions. This led directly
to the creation of the clusters in Utta-
rakhand and Himachal Pradesh. This is
the only instance of policy driven cluster
formation that we could see in the course
of our study. Clusters confer many
advantages on those locating within
them. However, given the poor produc-
tivity figures for clusters in this study
(Uttarakhand also showed the lowest
total factor productivity growth of all
states/clusters), it is not clear that we
would advocate a purely cluster -based
policy induced initiatives to drive
industrial growth.
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2. Toward Modelling Poor Cities: A Review of Urban
Economic and Planning Models, World Bank Staff
Working Paper No. 232, April 1976



MINIMUM SUPPORT PRICES FOR FOODGRAINS:
GUIDELINESFOR A POLICY AND A PROGRAMME*

V.M. DANDEKAR

1. Thedemand for aminimum support
price for foodgrains comes from the
producersof foodgrains. Naturally, inthe
minds of many, the demand for and the
concept of minimum support price are
closely associated withthenotion of ‘ cost
of production’ of foodgrains. One of the
reasons, possibly a minor one, for the
failure to evolve a public policy and a
programme in this field in the past has
been the difficulty of knowing what the
‘cost of production’” meant in thiscontext
and an imperfect understanding of how it
might be related, in concept and in
operation, to a minimum support price.
In this paper, we shall argue that ‘ cost of
production’ is only remotely connected
to the notion of aminimum support price
and that therefore an operationaly
meaningful policy and programmeinthis
field can be evolved without an active
reference to the notion of ‘cost of pro-
duction’.

2. Weshall begin by distinguishing two
rather different sets of circumstances
under which the demand for a minimum
support price is made. For convenience
we shall refer to them as the short-term
and the long-term considerations,

respectively. In the short-term consider-
ations, the inputs or costs incurred by a
producer in the process of production are
supposed to be given. Nevertheless, the
output is variable due to fortuitous cir-
cumstances such as weather. The price
which the produce fetches in the market
affectsimmediately the well being of the
producer. In the long-term consider-
ations, the inputs or coststhat a producer
incurs in the process of production are
variableand are determined by conscious
production decisions by the producer in
which his price expectations play an
important part. Theoutput issignificantly
related to the inputs. Therefore, the price
that the out put fetches in any year
influences the future production deci-
sions of the producer and hence aso the
production. Both sets of circumstances
lead to ademand for a minimum support
price. However, thetwo are different and
need to be kept distinct. We shall first
examine the demand for a minimum
support price under the shot-term con-
Siderations.

3. Tnafree market economy, the prices
are determined by the conditions of
supply and demand and the function of
the market price is to equate the two. In

* Paper read at the Seminar on Fixation of Support Pricesfor Foodgrainsat Vallabh Vidyanagar on 15-17 October 1965
organized by Sardar Vallabhbhai Vidyapeeth and Charutar Vidya Mandir.
Reprinted from: ‘Artha Vijnana', Vol. 7, No. 4, December 1965, Gokhale Institute of Politics and Economics, Poona.
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the short-run, which in relation to agri-
cultural commodities is often called the
‘stock-period’ that isthe period after the
harvest has arrived on the market, the
supply isgiven. The market pricethenis
so determined that all the supply istaken
up and nomoreisdemanded. Thusduring
ayear, the market price of food-grainsis
determined predominantly by the size of
the harvest and the price elasticities of
consumer demand for foodgrains.
Because of generally low price elastici-
ties of demand for foodgrains, it needs a
disproportionately large rise in price in
order to restrict the demand to a some-
what smaller harvest; and it needs a
disproportionately large fall in price, to
expand the demand to a somewhat large
harvest. The market price of foodgrains
is thus liable to large fluctuations from
year to year, firstly because of the fluc-
tuations in the size of the harvest and
secondly because of the generally low
price elasticities of demand for food-
grains.

4. Fromthestandpoint of the producers,
thefluctuationsintheharvest areentirely
fortuitous and given acreage sown under
the drops and barring exceptionally bad
seasons, the inputs or costs incurred by
theproducer are moreor lessindependent
of the harvest. This means that the costs
of production per ton of the foodgrains
arelow inayear of good harvest and high
inayear of bad harvest. Therefore, inthe
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short-term considerations high prices in
ayear of bad harvest and low pricesin a
year of good harvest are not entirely
contrary to theinterests of the producers.

5. However, onaccount of thegenerally
low price elasticities of consumer
demand for foodgrains, the fluctuations
inpricesarelikely tobemorepronounced
than warranted by the fluctuationsin the
harvest. Thusinayear of bad harvest, the
rise in prices might more than compen-
sate the fall in yield and the producers
might actually reap a higher tota
revenue. On the other hand, in ayear of
good harvest, the pricesmight fall solow
that in spite of the high yields, the pro-
ducers might end up with a smaller total
revenue. The short-term case for
minimum support prices rests on this
phenomenon and consequent need to
support the prices in a year of good
harvest.

6. Let us examine the point of view of
theconsumer on thisquestion. Obviously
thereislittlereason why inayear of good
harvest, a consumer should pay a price
higher than the one demanded by the
market unless this helpshim, inayear of
bad harvest, to pay apricelower than that
demanded by the market In fact, it does
not help the consumer to havealow price
and high consumption in a year of good
harvest and a high price and low con-
sumption in a year of bad harvest.
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Therefore, hewould prefer the priceto be
supported in a year of good harvest and
thusnot beallowedtofall below acertain
minimum provided a reverse obligation
is accepted and in a year of bad harvest
the price is not allowed to rise above a
certainmaximum. Thusintheview of the
consumer, a maximum ceiling priceis a
necessary corollary to a minimum sup-
port price.

7. As we shal presently see, even,
operationally, a maximum ceiling price
is a necessary corollary to a minimum
support price. Let usvery briefly seehow
a minimum support price may be made
operative in practice. A minimum sup-
port price begins to operate when, in an
year of good harvest, the market price
tends to fall below the support price. It
follows that if in such a situation the
support price weremade effective, dl the
supplies would not be taken up by the
consumers and that there would result an
excess of supplies in the market. The
support operation consists in buying up
these excess supplies and thus prevent
them from depressing the market price
below the minimum support price.

8. Once supplies are bought and stored
in a year of good harvest, their disposal
becomes an operational necessity. The
most opportune time for their disposal is
when, in a year of bad harvest, supplies
are short and prices are rising. If used
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purposefully and effectively, thedisposal
can be so operated as to prevent the
market price from rising above a certain
maximum. Thus, even operationally, a
maximum ceiling price becomes a nec-
essary corollary to a minimum support
price.

9. As mentioned above, the producers
require only the support price. However,
they must recognize that a ceiling price
IS a necessary corollary both because
consumer interest demands it and
because it would be impossible opera-
tionally to offer support without enforc-
ingaceiling. Thetwo together reducethe
range within which the market price may
fluctuate. Thisis good for the consumer
and the smaller the range within which
the market price is allowed to fluctuate,
the better it is for him. The relatively
stable prices are also in the interests of
the producers in the long run. However,
in the short-run, it must be recognized
that stable prices with fluctuating har-
vestsresult in fluctuating incomesfor the
producers which may lead to wasteful
expenditure in years of good harvest and
hardship in years of bad harvest. There-
fore, in theinterest of the producers, any
measures of stabilization of prices such
asthrough operating support and ceiling
prices, should be accompanied by mea-
sures of income stabilization through
appropriatecredit and insurancepolicies.
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10. The above describes the nature of
the demand for support prices under
short-term considerations and also the
manner inwhich such support pricesmay
be operated. Let us now ask the question
as to how such support prices may be
fixed and in particular whether in fixing
the support prices, the "cost of produc-
tion" can be and need be explicitly taken
into account. In the above we have
emphasized how a minimum support
price and a maximum ceiling price are
necessary complements of the proposed
operation. Inthefollowing, weshall point
out that the minimum support price and
the maximum ceiling pricemust stand in
a certain mutual relationship. An essen-
tial condition of the price support that can
be offered on the kind of short-term
considerations as we have described
above, isthat the support operation must
not lead to a permanent accumulation of
stockswiththeagency responsiblefor the
operation and must also not involve the
agency into financial lossesin its buying
andselling operations. Thefirst condition
means that over a period of years, the
agency must be able to sell the stocks it
acquires in good years. This requires a
certainrelation, pragmatically arrived at,
between the buying and the selling prices
of the agency. The second condition
means, neglecting for the sake of sim-
plicity the costs of transport, storage, and
handling which the agency must incur,
that the selling price of the agency must
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not be below its buying price. In fact, it
is on this supposition that we call its
selling price the *celling’ and its buying
pricethe ‘support’. The agency agreesto
buy all supplies offered to it at the ‘ sup-
port’ price. It undertakesto release onthe
market stocks at the ‘ceiling price
whenever the market price crosses the
ceiling and so long as it remains above
the celling. For it to fulfil its second
obligation, it must have sufficient stocks
which in turn depend upon the support
price. It is thus that the support and the
ceiling prices at which the agency buys
and sells must bear a certain mutual
relationship. The higher the support
price, thelarger will bethestocksthat the
agency will be obliged to buy and the
lower will bethe ceiling it will be ableto
enforce. The support must not be placed
so high that the ceiling will have to be
bel ow the support. Thelower the support,
the smaller will be the stocks that the
agency may acquire and the higher will
be the ceiling, it may be able to enforce.
The support must not be so low and the
consequent ceiling must not be so high
that both become meaningless in prac-
tice. These considerations provide the
broad limits within which the support
price may be fixed.

11. While fixing the support price
somewhere between these broad limits,
the following considerations will appear
relevant. The higher the support pricethe
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larger will be the stocks that the agency
will have to acquire and deal with. This
involves buying, transport, storage,
rotating and, finally selling in a manner
that the price for the consumer will
remaineffectively belowtheceiling. This
requires  knowledge, organization,
expertise and competence. All these can
be built only through experience. It will
therefore be entirely legitimate to begin
with a low support price and to raise it
gradually.

12. In principle, one may raise the
support price so high that the difference
between the ceiling and the support may
become very small. In deciding how far
one may go in this direction, the follow-
ing consideration is relevant. The mini-
mum support price and the maximum
ceiling price determine the limits within
which the normal market is allowed to
function. The higher the support price,
thelower will haveto betheceiling price
and thus smaller will be the margin left
for normal market to operate within.
Decisionsinthismatter must thereforebe
largely governed by considerations of
expediency and advisability of how large
afield maybe left to the normal market.

13. It would be obvious that through-
out these several considerations, the" cost
of production” of the producer did not
appear anywhere explicitly. Therefore it
seemsthat it should be possibleto evolve
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a policy and a programme in this field
without any active reference to "cost of
production”. Thisshouldbetrueof aprice
support policy at least to the extent
demanded by what we have called the
short-term considerations.

14. Beforewe proceed to examinethe
demand for price support under what we
have caled, the long-term consider-
ations, let us once again emphasize what
we have called the essential condition of
price-support under short-term consid-
erations. Briefly stated, this condition is
that the agency responsible for operating
the support programme should be able to
sell, over aperiod of years, all the stocks
it acquires at the support price, at prices
not below the support price. If the con-
dition is satisfied, it indeed means that
over a period of years, the programme
does not give any price support over and
above what the market offers. Its opera-
tive purpose is merely to equalize the
suppliesand consequently also the prices
over the years. It creates an agency to
undertake the operations necessary to
egualize the supplies over theyears. The
agency may use prices as indicators of
guantities coming to the market and
withdraw or reimburse the supplies as
occasion demands. But the resulting
prices on the market are such as the
market determines them. It still isafree
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market and the programmeis apart of it.
It offers no price support over and above
the market price.

15. Letusnow examinethelong-term
considerations of the producers. These
are basically different from the short-
term considerations. In the short-term
considerations, we presumed that thesize
of the harvest was more or less inde-
pendent of theinputs or costsincurred by
the producers. Thisis not so in the long
run. In the long-run, the size of the pro-
duction ispositively related to the inputs
or costs incurred. The producer knows
that he can expand production by
increased inputs or costs. But he would
naturally not doit unlessit paid himto do
so. Thus the inputs or the costs that the
producer incurs get related to the price
that he expects. Under these conditions,
the demand for a minimum support price
arises on two dlightly different grounds.
Oneisthat the producer wants an assured
minimum pricewhich hemay count upon
and which may provide a basis for pro-
duction decisions regarding inputs and
costs to be incurred. The underlying
consideration hereisclosely akintothose
we have termed short-term consider-
ations. However, thereis adifference. In
the short-term considerations, we have
supposed that the size of the harvest is
more or lessindependent of the inputs or
costs incurred in the sense that it is

MINIMUM SUPPORT PRICES FOR FOODGRAINSGUIDELINES....

561

determined by entirely fortuitous cir-
cumstances beyond the control of the
producer. Inthelong-term considerations
aswe are now examining them, this need
not be so. Here we suppose that the size
of production depends upon the inputs or
costs incurred and that the producer is
aware of the possibility of expanding
production by means of incurring higher
inputs or costs. Under these conditions,
production may expand and may bring
down the market price below the eco-
nomic level and thus ruin the producer.
The producer needs an assurance against
this eventuality. The second consider-
ation is related. In order to continue
production at agiven level, the producer
needsan assured minimumprice. Inorder
to expand production beyond the given
level, the producer wants a higher mini-
mum. He is willing to and able to incur
higher inputs and costs, if and only if a
higher minimum is assured.

16. Thus it seems that the minimum
support price to be assured has to have
somerelation to what might be called the
"cost of production” or the"supply price"
of foodgrains. The two are not quite the
same and in view of the fact that "cost of
production” is not uniquely defined or
understood, it may be more convenient
and meaningful to talk in terms of the
"supply price". The last mentioned con-
Sideration then only means that the sup-
ply schedule of foodgrainsisof the usual
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kind with a positive slope and thus
requiring a higher supply price for a
larger market supply. Nevertheless, cer-
tain doubts are often expressed on this
point and it may be useful to clarify
certain issues involved.

17.  Forinstance, it is asked whether,
with expansion of production, we should
expect the unit cost of production to fall
or rise. The argument runs as follows:
Expansion of productionwill come about
through adoption of improved technol-
ogy. By definition, improved technol ogy
must be cost-saving. Hence, with
expansion of production, unit cost of
production and hence aso the supply
priceshouldfall. Evidently, theargument
suffers from over-simplification. In the
first instance, it is not true that at every
stage, expansion of production will come
about only through the adoption of anew
technology. It isquite conceivablethat at
each stage, a certain expansion of pro-
duction may take place, within a given
technology through increased inputs
even beyond the point wherediminishing
returnsandincreased average costssetin.
Secondly, it is not necessary that an
improved technology must be cost
reducing. A technology is an improved
technology because it enables a larger
volume of foodgrainsto be produced out
of thesameareaof land; itisanimproved
technology because it converts some-
thing which was not available for human
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consumption into something that is
availablefor human consumption. It does
not have to be necessarily cost-reducing.
Whether or not it will be adopted in
practice will of course depend upon
considerations of costs. However, even
then it is not necessary that an improved
technology would be accepted only if it
were cost-reducing. It would be perfectly
legitimate to accept an improved tech-
nology if it made possible a higher pro-
duction, though at higher unit cost,
simply because there was no other
method of securing a higher production.
Thirdly, it may be readily conceded that
many technological innovations may be
cost-reducing. However, itisinthenature
of aninnovation that itsadoption requires
higher incentives and higher profit mar-
gins. There are considerable costs of
research, and experimentation even at the
individual farmer level and thereisneed
for compensating therisk associated with
an innovation until a farmer finaly
adopts it. It seems that the progress in
agriculture will come about mainly
through increased inputs within a given
technology even beyond the point of
diminishing returns, punctuated by
adoption of innovations which may be
cost-reducing but the acceptance of
which nevertheless requires higher
incentives and profit-margins. Finally,
human labour, both of thefarmer’ sfamily
and of hired workers, constitutesand will
continue to constitute for quite some
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time, animportantinputintheproduction
of foodgrains. Hired labour is valued
naturally at the existing wage rates and
labour of thefarmer’sfamily is often not
counted at all in certain definitions of
‘costsof production’. With agricultural
devel opment | eadingamong other things,
to increased production of foodgrains,
there is no reason to suppose that the
wages of hired labour in agriculture will
remain the same or that expectations of
the farmer and hisfamily will remain the
same. Whether or not one includes such
increased expectations of human labour
engaged in the process of production as
an element in the "cost of production”,
they certainly enter the supply price.
Therefore, broadly speaking, one must
conclude that the supply schedule of
foodgrainswill be of the usual kind with
apositiveslopeand that the producer will
ask for a higher unit price for a larger
market supply.

18.  Let us now examine the nature of
price supports under such long-term
considerations. In the first instance, we
should beclear that, the basic mechanism
of offering the support would remain the
same, namely, an agency which would
buy whatever suppliesare offered at the
minimum support price. Secondly, the
support price required to meet the long-
term considerationswill havetobehigher
than the one needed under the short-term
considerations. The critical difference
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between the two is the following: Under
the short-term considerations, we said
that the support price must not be so high
that, over a period of years, it becomes
impossible to dispose of the stocks
acquired at the support price, except at
prices below the support price. The
long-term considerationsdemand that the
support price, will be at least as high. It
meansthat stocks acquired at the support
price will accumulate with the agency
concerned. Long-term price support
consistsin buying up all suppliesoffered
at asupport pricewithfull knowledgethat
over a period of years, it will be impos-
sible to dispose of the stocks except at
prices below the priceat which they were
purchased. Oneof the principal problems
of operating price supportsat suchalevel
is how to dispose of the stocks acquired
at that price.

19. There is another and a closely
related problem. As mentioned above,
with high support prices offering long-
term support, stocks accumulate which
cannot be disposed of except at below the
support price. The reasons are two-fold.
In the first instance, because of high
support prices, the productionand market
supplies expand. Secondly, because of
high prices, consumption is restricted; a
classof consumersisunabletobuy all its
foodgrains requirements at the support
price. Thus accumulated stocks in the
handsof the public marketing agency and
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unsatisfied demand of a class of con-
sumers are found side by side. An
obvioussolution thereforeisto distribute
the acquired stocks at subsidized prices
that is at prices below the support price
but taking due care that such subsidized
distribution does not depress the market
price below the support price.

20. We shall not discuss here the
problems of subsidized distribution but
shall emphasize two relevant points. The
first is that subsidized distribution is a
necessary corollary of along-term price
support. The higher price provides a
necessary condition for expanding pro-
duction. This price has to be supported
because the market fails to provide the
support for want of necessary purchasing
power. This means that while conditions
are being created for expanding produc-
tion, steps must be taken simultaneously
to promote consumption to the same
extent as the production may expand.
This is the purpose of subsidized distri-
bution. While discussing a minimum
support  price  under  short-term
considerations, we had observed that a
maximum ceilingisanecessary corollary
to aminimum support price. In the same
manner it must be emphasized that sub-
sidized distribution is a necessary corol-
lary to a price support under long-term
considerations.
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21. The-second point to be empha
sized in this connection is the require-
ment that the subsidized distribution
must not depress the market below the
support price. Thisis obvious, otherwise
the subsidized distribution would defeat
its purpose. This means that the subsi-
dized distribution must be arranged out-
side the free market and must be
effectively sealed off from the free
market. This isin sharp contrast to the
situation obtaining in the context of price
support under short-term considerations.
There, as we have earlier observed, the
operation does not indeed offer any
support over and above that given by the
market and hence the operations of the
agency responsible for operating the
support prices, together with the ceiling
prices as a necessary corollary, may all
fall within the framework of a free mar-
ket. This is no longer so if the price
support is to be given under long-term
considerations. Here the intention is to
offer support over and above what the
market gives. This cannot be done by
operating within the limits of a free
market. Thereforetheagency responsible
for operating such price supports has to
engage in extramarket activities. Sub-
sidized distribution sealed off from the
free market is one such activity.

22. Let us now ask the question as to
how does one decide upon the level of
support prices under such conditionsand
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inparticular whether " cost of production”
of the producer offers any explicit guid-
anceinthe matter. Wemay begin withan
important  consideration  which is
obvious. Thehigher thesupport price, the
larger will be the stocks that may haveto
be acquired at that price and later dis-
tributed at below the purchaseprice. This
means that the higher the support price,
the larger will be the subsidy that will
have to be provided to promote con-
sumption. Hence, financial resources
available for the purpose clearly set a
limit to how high to set the support price.

23. Thoughthedecisionsinthismatter
will be ultimately governed by financial
considerations, it is worthwhile being
clear about the basic issues involved. As
pointed out above, higher support prices
lead to larger stocks on account of two
reasons: (a) expanded production and (b)
restricted consumption. The second is
obvious. So long as the first is also
assured, namely that so long as it is
reasonably certain and so long as con-
tinued evidence becomes availableto the
effect, that higher support prices lead to
higher production and larger supplies,
thereis no reason why the support prices
should not be kept so high aswould lead
to production and supplies large enough
to satisfy the physical needs of all the
people. That al the supplies which may
be forthcoming at high support prices
may not be taken up by the consumers,
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evenwhen they are needed, isanirony of
the way theincomes are distributed. Itis
possible that in the process of economic
development of which agricultural
development and expansion of food
production are a part, may bring about a
levelling up of incomes in the lowest
incomeclassof consumerspartly through
increased national income and partly
through a better distribution of the same,
so that the market itself may support the
high minimum necessary to enable the
producers to produce enough for every-
body. However, until that happens, a
better distribution of the incomes at the
lowest level must be brought about
through subsidized distribution of food.
As explained above, subsidized distri-
bution of food operated as a necessary
corollary of long-term support price,
helps achieve simultaneously a higher
production of food and a better distribu-
tion of the same. These are evidently the
most primary ams of economic
development. How much financia
resources may be devoted for the pur-
pose, depends upon the strategy and the
path of development that one chooses.

24.  Toreturntoour question asto how
high to set the support price, one obvious
answer thenistoset it ashigh asfinancial
resources permit. It isdifficult to see that
there can be any other consideration or
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that in particular the "cost of production”
of the producer may offer any explicit
guidance in this matter.

25. Let us then sum up the main
guidelines that emerge from the above
discussion for evolving a policy and a
programmefor aminimum price support
to foodgrains. They are as under:

(8 Make abeginning.

(b) Begin with establishing a pro-
grammeof minimum support prices
under short-term considerations,
namely a programme of support
pricesto be operated in conjunction
with ceiling pricesin such amanner
that it does not lead to any net
accumulation of stocks over a
periodof years. Set upthenecessary
agencies and the organization.

(c) Beginwith alow price support and
a high ceiling. Gradually, as expe-
riencegathers, raisethesupport and
lower the celing, until the
difference between the two is just
enough to cover the operational
expenses of the programme.

(d) The stage will then be reached

where the price support may

assume the long-term character.

Gradually raise the support and
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simultaneously organize subsi-
dized distribution of all stocks that
cannot bedisposed of onthe market
above the support price.
(e) Solong as thereis continuing evi-
denceto supposethat further raising
of the support price may help
further expansion of production,
continue to raise the support and
continuethesubsidized distribution
until there are enough staple food-
grainsfor everybody and every one
gets them in adequate quantities.

(f) Finally, MAKE A BEGINNING.
Summary

The paper suggeststhat aprogramme
for setting up and operating minimum
support prices for foodgrains is possible
without an active reference to ‘cost of
production’. Thebasic operation consists
of an agency which would buy whatever
supplies are offered at the minimum
support price and sell the same in a
manner which would not depress the
market below the support price. It is
suggested that a programme for this
purpose may beset up and evolvedintwo
stages. Inthefirst stage, the support price
should be kept low enough so that the
agency would be able to sell, over a
period of years, al the stocks it acquires
at prices not below the support prices.
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Henceat thisstage, ceiling pricesbecome
a necessary corollary to support prices.
One may begin with alow support and a
high celling and then gradually raise the
support and lower the ceiling until the
differencebetween thetwoisjust enough
to cover the operational expenses of the
programme. Supporting the price above
thislimit may bejustified only if thereis
evidence that higher support will lead to
increased production. A higher support
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will also mean that the operating agency
may not be able to dispose of the stocks
except at prices below the price at which
they are purchased. This will require
subsidized distribution sealed off from
the rest of the market. The level of the
support prices at this stage must depend
upon the evidence that it will lead to
increased production and also upon the
financial resources available for subsi-
dized distribution.



GOPAL KRISHNA GOKHALE ASAN ECONOMIST

Among the Indian political |eaders of
the last generation few showed an
understanding of theeconomic andfiscal
problems then facing the country and of
the need for, and the direction of reform
in this field, more complete than did
Gopal KrishnaGokhale. Hisrecordinthe
Imperial Legislative Council of which he
was amember from 1902 until his death
in 1915, showsthat he was undoubtedly
the greatest authority on public finance
of histimein India

Gokhale became a member of the
Imperial Legislative Council in 1902,
when Sir Ferozshah Mehta retired from
that body. That was a period when the
Indian budgets showed substantial sur-
pluses year after year. The revised esti-
mates for the year 1901-02 revealed a
surplus larger than was anticipated and
Sir Edward Law, who was the then
finance member remarked: "The real-
ization of so large asurplus cannot but be
a matter of congratulation to India and
following the relatively large surplus
whichwewereableto announcelast year
it confirms the hope | then ventured to
express that if no new ill-fortune over-
takes us, we might, as regards finance,
look forward to a period of increasing
prosperity"”. It wasin the face of thisable
and efficient bureaucracy in a compla-
cent mood wanting to demonstrate an
increasing prosperity of India under the

Britishrulethat Gokhaleroseto makehis
maiden speech in the Imperial Legis-
lative Council on 26th March 1902.
Speaking of the budget surplus Gokhale
observed: "Coming as it does on the top
of a series of similar surpluses realized
when the country has been admittedly
passing through very trying times it
illustrates ...... the utter absence of adue
correspondence between the condition of
the people and the condition of the
finances of the country Indeed these
surplusesconstituteadoublewrongtothe
community. They are wrong in the first
instance in that they exist at al - that
Government should take so much more
from the people than is needed in times
of a serious depression and sufferings,
andthey arealsowrong becausethey lend
themselves to an easy misinterpretation
and, among other things, render possible
the phenomenal optimism of the Secre-
tary of State for India who seems to
imaginethat all isfor the best in this best
of lands."

Point by point Gokhale replied to the
Finance Member's case of Indias
growing prosperity: "The growth under
land revenue, excise, and stamps is
sometimes mentioned as indicating
increasing prosperity. But the growth of
land revenue is a forced compulsory
growth. Itisaone-sided arrangement and
the people have either to pay the
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increased demand or give up their lands
and thereby part with the only resource
they have. The growth of exciserevenue
to the extent to which it is secured by
increased consumption, only shows that
the operations of the Abkari department
..... areleading to increased drunknessin
theland. Thisof course meansincreased
misery andis thusthevery reverseof the
indication of increasing prosperity
Similarly an increase of revenue under
stamps only means an increase in litiga-
tion which undoubtedly shows that the
people are quarreling more; but whichis
no proof of their growing riches.....
only taxes whose proceeds supply an
indication of thematerial condition of the
peoplearetheincometax and thesalt tax,
the former roughly speaking for the
middle and upper classes and the latter
for the masses. Now the revenue under
both these heads has been more or less
stationary all these years and the salt
revenue has not even kept pace with the
normal growth of the population. They,
therefore, lend no support to the conten-
tion that the people are advancing in
material prosperity”.

Hewasunrivalledinthe skilful use of
statistics and was quick to discover their
fallacious use. In the budget discussion
of the previousyear Lord curzon, dealing
with the question of India's prosperity,
had tried to show on the basis of certain
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figuresof per capita national income that
themovement wasdistinctly inaforward
and not in aretrograde direction. Com-
menting on it Gokhalesaid: "Theattempt
to determinetheaverageincome per head
for a given population is useful only for
the purpose of obtaining astatistical view
of the economic condition of the people
and from this point of view our average
income, whether it works out to Rs. 18 or
Rs. 20, or Rs. 27 or Rs. 30 per head, is
exceedingly small and showsthat we are
exceedingly poor people. But when these
caculations are used for taking a
dynamical view of the economic situa-
tion, the method Is open to serious
objection, as the necessarily conjectural
character of many of thedatarender them
of littlevaluefor suchapurpose". Hethen
proceeded to put forward anarray of facts
andfigurescovering suchitemsascensus
returns, vital statistics, salt consumption,
agricultural outturn, crop areas, areas
wider superior crops, exportsandimports
and concluded: "These and similar facts
takencumulatively leadtotheconclusion
that the material condition of the masses
of the peoplein Indiais steadily deteri-
orating ...... The phenomenon is the sad-
dest in the whole range of the economic
history of the world. Here is a peasantry
whichtakenall inall isinferior tono other
people in industry, frugality and patient
suffering. It has enjoyed the blessings of
uninterrupted peace for half a century,
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and at the end of the period the bulk of
them are found to be in a worse plight
than they have ever beenin."

Returning to the budget surpluses, he
pointed out: "(The surplus) does not
connote . . . . any advancing material
prosperity of the country ... (but) is a
clear proof of the fact that the level of
national taxationiskept justifiably high
even when Government are in a position
to lower that level." He urged that an
immediate tax relief was necessary, and
emphasised: "The obligation to remit
taxation in years of assured surpluses
goes ..... with the right to demand addi-
tional revenues from the people in times
of financia embarrassment". In
particular, Gokhale wanted the salt duty
to be reduced. Speaking of the salt duty,
he said: "I do not think any words are
needed from any one to establish the
increased hardship which the present rate
imposes upon the poorest of the poor of
our community It may be noted that the
consumption of salt during the last 14
yearshasbeenalmost stationary, not even
keeping pace with the growth of pop-
ulation showing arise of less than 6 per
cent in 14 years against a rise of 18
percentin4yearsfollowingthereduction
of duty in 1882". Again next year
speaking on the same subject he
observed: "The manufacturer of salt in
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Indiais strictly under Government con-
trol and practicaly a government
monopoly. Andthemonopoly isenforced
under restrictions and in amanner which
have the effect of transferring about a
third of the industry to the foreign man-
ufacture..... Wehaveextensive seaboard
and salt mines too and can manufacture
every pound of salt weneed andyet under
the existing fiscal system about athird of
our supplies comes from foreign coun-
tries .... The imports have increased 38
per cent in 10 years. | submit that in
respect of such a prime necessity of life
as salt, specially when we have plenty of
it within the four corners of thiscountry,
we ought not to be forced to depend on
foreign supplies to such an increasing
extent".

The salt duty was subsequently
reduced in stages and it was found that
this reduction led to an increase in the
consumptionof salt. Attentionwasdrawn
to this fact by the Finance Member, Mr.
E.N. Baker, in the financia statement of
the year 1906-07. Commenting on it
Gokhalesaid: "Timewas not so lone ago
when it was the fashion, both in this
Council and outside, to regard the burden
imposed onthe masses by ahigh salt duty
as after al only alight one and to deny
that its right could seriously affect con-
sumption..... | hope..... no onewill again
ventureto contest the proposition that, in
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dealingwithaprimenecessity of lifesuch
as salt the only right policy isto raise an
expanding revenue on an expanding
consumption under a diminishing scale
of taxation".

Another tax relief he urged was the
reduction of the excise duties on cotton
goods. Speaking on them during the
budget session in 1903 Gokhale said:
"These excise dutiesillustrate what John
Stuert Mill has said about the Govern-
ment of the people of one country by the
people of another. They were levied not
for revenue purposes but as a concession
to the selfish agitation of Manchester.....
In no other country would such a phe-
nomenon of the Government taxing an
internal industry for the benefit of a
foreign competitor be possible". But the
reasonswhy Gokhale opposed the excise
duties on cotton goods were very differ-
ent from those for which many others
particularly the spokesmen of the mill
industry opposed them and he made this
quite clear. Thus when in 1911 the
Hon’'ble Mr. Dadabhoy moved the reso-
lution in the Council recommending
abolition of the excise duties on cotton
goods manufactured in India, Gokhale
while supporting the resolution said: "I
risetoaccord my support totheresolution
which my Hon' blefriend Mr. Dadabhoy
has moved though | do so on grounds
somewhat different to those on which he
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and some of the other speakerswho have
followed him have based their case. |
approach this question not from the
standpoint of the representative of the
mill industry but from that of a member
of thegeneral community ..... Ifitwasthe
case that these excise duties fell on the
producers and not on the consumers, |
would not stand up here to support their
abolition today. My friend the Hon'ble
Mr. Dadabhoy complained of the
extreme depression of the mill industry
and severa other members have also
spokeninsimilar terms. | think, however,
itisnecessary to point out that beforethis
depression came they had a spell of
extraordinary prosperity. If we take an
average of good and bad years, | am not
quite sure that there is such a strong case
to urge for the abolition of these duties
from the standpoint of the industry.
Coming to the larger aspect of the free
trade versus protection, it is necessary to
remember that there are two kinds of
protections, the right kind and the wrong
kind. The right kind of protection is that
under which the growing industries of a
country receive the necessary stimulus
and encouragement and support that they
require but under which careistaken that
noinfluential combinationsprejudicial to
the interests of the general community,
come into existence. The wrong kind of
protection on the other hand is that under
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which powerful influences and combi-
nations, and interests receive assistance
to the prgudice of the genera
community. And | believe that the right
kind of protection if available will do
good to India. But situated as Indiais, |
fear that thereisnolikelihood of that kind
of protection being available to us. | do
not, therefore, join in the plea that the
abolition of excise duties would be a
measure of protection to the Indian
industry and that the Government should
accedeto it on that ground".

It was remarkabletheway he kept the
interests of the common man aways in
the foreground. For instance, in 1912 the
Hon’'ble Mr. Dadabhoy moved the reso-
lution in the Council recommending that
the minimum of income assessableto the
income tax be raised to Rs. 1500 a year.
Speakingontheresolution, Gokhalesaid:
"If every taxistobediscussed solely from
the standpoint of those who pay it, | do
not think that there will be any tax which
will escape adverse criticism. But the
State has to look at it from another
standpoint. The State has to look at the
whole scheme of taxation, first, from the
standpoint of its own necessities and,
secondly, from the standpoint of the
comparative ability of the different
classesto pay their particular share of the
total revenue rai sed fromthecommunity.
Now, judged by this standpoint, | really
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do not think that the class for which my
Hon' blefriend seeks aremission hasany
substantial grievance...... In judging the
comparative ability of the different
classes to pay, the point to be realy
considered is whether the scheme of
taxation taken as a whole hits any one
class harder than any other class. Now,
from the standpoint | have no hesitation
in saying, and | have urged this view
againand again in this Council, that the
poorer classes of this country bear really
a larger burden than the class to which
my Hon'ble friend has referred or the
classes above them. The upper and the
middle classes of the country contribute
really much less to the exchequer than
poor classes relative to their resources’.

While he was thus pleading for a
judicious reduction in taxation hewas at
the same time critically examining the
manner in which the budget surpluses
were spent. Even in his maiden speech
in 1902, he had warned the Government
of the dangers of such surpluses leading
to wasteful expenditure. He said: "A
succession of large surpluses is little
conducive to economy and is apt to
demoralize even the most conscientious
Government by the temptation it offers
forindulginginextravagant expenditure.
This is true of all countries but it is
specialy true of countries like India
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where public revenues are administered
under no sense of responsibility to the
governed”.

In 1903 Gokhale commented upon
themilitary expenditure: " Asthingsstand
at present, Indian finance is virtually at
the mercy of military considerations and
no well sustained or vigorous effort by
the State on an adequate scale for the
material advancement or the mord
progress of the people is possible while
our revenuesareliableto be appropriated
in an ever-increasing proportion for
military purposes Military safety is
no doubt a paramount consideration to
which every effort must yield, but mili-
tary preparedness has no definite stan-
dard and might absorb whatever
resources could be made available for it
practically without limit Military effi-
ciency must, therefore, bealwaysrelative
that is determined in the case of each
country by a combined consideration of
itsneedsof defence and theresourcesthat
it can fairly devote for the purpose”.

The year 1904-05 was the seventh
year in succession showing a surplus.
Examining the manner in which the sur-
pluses realized in the previous seven
yearswere utilised, Gokhale said: "Thus
after alowing theexpendituretoincrease
in al directions on an unprecedented
scale, after making large special grantsto
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provincial governments from time to
time, after spending annually 16 crores
out of the current revenues for non-

recurring charges, and after laying by 12%

crores for purposes of the Gold Reserve
Fund, the Government have still been

able to devote a sum of about 36% crores

in seven years, or alittle over 5 crores a
year on an average, to the reduction or
avoidance of debt. | submit that such a
system of finance is unsound in theory
and indefensible in practice. For it
involvesgrievousinjustice to the present
generation".

He particularly objected to the use of
the budget surpluses for the reduction of
thepublic debt. Heargued: "Theordinary
debt of India, as distinct from the public
works debt which is fully covered by
valuableassetsisnot largeandthereisno
justification for being in such a hurry to
reduce it. The utmost that the Govern-
ment might do in the matter isto provide
asmall sinking fund, say about amillion
sterling a year, but beyond this it is
indefensible to go especially as in the
absence of areduction of taxation, there
are so many ways, al intimately con-
nected with the well being of the people,
in which the surplus revenue could be
spent”.
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He also objected to the surplus being
used for the construction of railways. He
observed: "During last eight years, the
surpluses: of the Government of India
have amounted to not lessthan 85 crores
of Rupees, and the whole of this money
has been spent by the Government on
raillways, in addition to thelarge amounts
borrowed for the purpose. Now | do not
wish to say anything against the con-
struction of railways as a commercial
undertaking though even bare, the
claimsof irrigationto alarger shareof the
capital raised must be recognized better
thanthey havebeeninthepast. But | have
the strongest possible objection to our
surplus being devoted to railway con-
struction when they are urgently needed
for somany other objectsvitally affecting
the interests of the masses | submit
that there should be some sense of pro-
portion in this matter...... Are railways
everything, ismass education nothing, is
improved sanitation nothing, that the
Finance Member should lay hands on
every rupee that he could get either by
borrowing or out of surpluses and devote
it to the construction of railways only?'
And again: "Judging from the manner in
whichthe surplusesare applied year after
year to railways construction, one would
conclude that in the opinion of the
Government what people needed most
was a vigorous extension of railway
facilities We dl know that by
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gpending surpluses as capital on rail-
ways, the Government isable, inthefina
adjustment, to reduce by acorresponding
amount, the unproductive debt of the
country. And it may be contended that
though the surpluses are in the first
instance devoted to railway construction,
they are in the end virtually utilised for
the reduction of debt. My answer to this
point is that our debt, by which I mean
unproductive debt of the country for that
istheonly real debt isso small inamount
that its further reduction is not an object
of much importance'. He pressed this
point year after year. In 1900, he
observed: "l have been contending again
and again in the Council that as our
rallways earn a very fair rate of interest
and as the credit of the Government is
excellent, the Government should con-
fine the outlay on railway construction
only to such bias as can be raised in the
market out of borrowings; and any sums
available out of current revenues should
be used for other more pressing objects.”

In the meanwhile, the fears that
Gokhalehad expressed in 1902 had come
true. The public expenditurein Indiakept
mounting. In 1910, additional taxation
was proposed in order to meet the
mounting expenditure. Criticising this
Gokhale said: "This Circumstance,
namely the levying of extrataxationin a
normal year, suggests that something is
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wrong with the financial position of the
country and in any case it suggests an
inquiry. ..... It has been said by some
critics that the present difficulties of
Government have arisen from the fact
that during those fat years, Government
remitted taxation which should not have
been remitted. ...... | must protest
strongly against this view .... The whole
positionisthis, that in the ten years 1898
to 1908, while 6 crores were remitted in
taxation, theannual civil expenditurewas
allowed to grow by 15 crores and about
5 crores of additional expenditure was
incurred every year in connection with
the army. Thisgivesanincrease of about
20 croresin civil and military expendi-
ture in the course of ten years or an
average growth of 2 crores ayear. ..... I
think these figures suggest the
necessity for an inquiry in the growth of
civil and military expenditure during the
last ten years'. Next year in 1911, Gok-
hale moved aresolution calling for such
aninquiry.

In 1912, Gokhale again returned to
the question of the use of the budget
surpluses and moved a resolution rec-
ommending the creation of special pro-
vincial reserves by means of grantsfrom
the imperial surpluses. He said, "Money
isrequired for non-recurring expenditure
in many directions in this country, spe-
cially for education, sanitation and
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medical relief .... These will require not
ten but hundreds of crores of rupees and
the problem cannot be satisfactorily dealt
with unless the Government made large
regular alotments for this purpose. The
Government, however, is reluctant to
make alarge regular allotment out of the
current revenues. Therefore, | propose
another method which, though not
equally satisfactory, will be found to
answer the requirements to some extent
What | urge is that two-thirds of this
surplus, as aso al future surpluses,
should be placed at the disposal of pro-
vincial governments for non-recurring
expenditure on the objects | have
mentioned. The present policy of making
grants for a year only out of the surplus
that accrues during that year is wasteful
policy ..... Thelocal governments cannot
rely upon a continuance of their good
fortune and therefore they cannot take in
hand any large scheme which requires
finances over a series of years The
Government of India, on the other hand,
canthink only of asinglesurplusat atime,
and therefore, it is not surprising that it
does not find itself to make any further
grant until another surplusisrealized."

These are a few illustrations of the
depthof analysisandthebreadth of vision
that Gokhale brought to bear on the
debates on the public finances of the
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country. Because of his ill-heath Gok-
haledid not attend the Council during the
debate on the budget in 1913. Without
him the debate must have been a tame
affair. While most of the Council mem-
bers were making speeches showering
superlative praise and congratulationson
the Finance Member, the Hon'ble Sir
Guy Fleetwood Wilson must have sat
there missing only one man, Gokhale.
Winding up the debate, Sir Wilson
expressed himself in so many words: "l
do not proposeto detain the Council long
to offer many remarks; but | should like
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to preface my remarks by saying how
deeply | regret the absence of one who
has proved himself to be atrue servant of
India, and that is Mr. Gokhale..... It is
difficult for thosewho servedin previous
Councilsto express to those who are
new to thisCouncil, what a great blank
Mr. Gokhale sabsence creates. It seems
tobe a play of Hamlet without Hamlet."

Gokhale Institute

of Politics & Economics,
Poona 4.

30th April 1966.

V. M. Dandekar.



CATTLE PROBLEM

V. M. Dandekar

The current agitation for ban on
cow-slaughter has focused public atten-
tion on a serious problem with which
Indian agriculture is riddled. The few
religious men who are sincere in their
agitated sentiment have never paid
attention to the material aspects of this
guestion; or else they do not under stand
them. The many politicians who are
operating under the religious robe are
plainly exploiting the ignorance of the
mass of people. The government should
know better. However, it has obviously
decided to take the political line. There
are frequent references to the directive
principles of the Constitution. The poli-
ticians, both in the government and the
opposition, apparently believe that the
Consgtitution has enfranchised the cow.
So they are looking for the votes. There
isthusalittlechangethat theproblemwill
be examined rationally and dispassion-
ately.

Let us al understand that this is a
grave problem of thefirst magnitude and
that by making a religious and political
issue out of it, we are doing great harm
to ourselves and to our children. The
country has aready a very large human
population and a very large cattle pop-
ulation. Thedensity of human population
in the country is 370 per square mile of
geographic area and for every 100 per-
sons there are over 50 heads of cattle.

Both these aretoo large for our resources
to feed adequately. Moreover, both the
populations are increasing at an increas-
ingly rapid rate during the last fifteen
years. Thisis because of the continuous
improvement in medical, public health
and veterinary serviceswe are achieving
through our development programmes.
Previously, both the human and cattle
populations in the country were kept
withinlimitsbecause of highmortality on
account of disease. Thanks to the
improvement in medicine and public
health, major epidemics such as small-
pox, cholera, plague and influenza no
longer take aheavy toll of life. For many
common illnesses, better medical treat-
ment isnow available morerapidly. This
hasresulted in aphenomenal reductionin
mortality. Consequently, the human
population has been growing at an
increasingly rapid rate. The estimated
rate of growth at present is about 2.5 per
cent per annum. The same is true of the
cattle population. Rinderpest and foot-
and-mouth arenow effectively controlled
and veterinary services have greatly
improved. This hasled to areduction in
mortality among the cattle population
which has aso been growing a an
increasingly rapid rate. During the
guinquennium 1956-1960, the cattle
population inthe country grew by 10 per
cent which givesan annual rate of growth
of amost 2.0 per cent. In some of the
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States, theratesof growth havebeen even
higher. The annual growth ratein Orissa
was 4.5 per cent, in Uttar Pradesh it was
2.7 per cent, in Bihar 2.3 per cent and in
Madras 2.2 per cent. With improving
veterinary services, these growth rates
areboundtoincreaseevenfurther. Infact,
one wonders if in Orissa, the cattle pop-
ulation will not soon he larger than the
human population.

The rapid growth in the human and
cattle popul ations of the country inrecent
years is thus due to improvement in
medical, public health and veterinary
services and consequent decline in mor-
tality. However, noonewill arguethat we
should for that reason give up our
programmes in medical, public health
and veterinary servicesand let Mortality
check the growth in population. As
regards the human population, this is
obvious. Itisoneof theaimsof economic
development that every individual should
livehealthy andlong. Infact, wewish that
everyoneshould liveupto 100 years. The
medical and public health services must
therefore be improved and mortality
reduced evenfurther. Evenwiththecattle
population, thereare severa reasonswhy
we must not cut down our veterinary
services, and let a higher mortality rate
check the growth of the cattle popul ation.
First, diseases and epidemics do not act
selectively. They kill not necessarily the
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animals which are useless or unproduc-
tive. They operate indiscriminately and
kill good, bad and indifferent animals
alike. Infact, epidemics, if uncontrolled,
may endanger theentire Stock wholesale.
Secondly, diseases do not necessarily
kill. Often they merely disable the ani-
malsand let them livein an unproductive
and useless condition. Thus for several
reasons it is essential to control diseases
and death among the cattle population as
much as among the human population. In
other words, growth in population,
whether human or cattle, cannot be
checked through uncontrolled mortality.

Nevertheless, it is obvious that if the
human and cattle population in the
country are allowed to grow unchecked,
they will jeopardize the entire process of
development. Already, the burden of
these populations on our resourcesis too
heavy to support. If it grows any further,
it will without doubt push the country
from the present poverty, to destitution
and starvation. It is therefore imperative
that something is done to check the
growth in these two populations. In
relation to human population, we have
recognized the urgency of this problem.
We have also seen the logical solution,
namely, that if mortality isto be reduced
fertility must also be reduced. In other
words, if thenumber of deathsasreduced,
thenumber of birthsmust al so be reduced
so that there may be no growing balance
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of births over deaths. After considerable
debate and deliberation, we have
accepted this logical necessity and
launched a massive programme for con-
trolling human population through birth
control.

Thesamelogical necessity prevailsin
the case of cattle population. We cannot
alow the cattle population to grow
indefinitely. This is a crucia point and
must be understood firmly. Our agricul-
tural resources in land and water are
limited and they cannot support and
sustain an indefinitely growing popula-
tion whether it is human or cattle. We
have agreed to limit the human
popul ation and we must agreeto limit the
cattle population. We must restrict the
cattle population not only becauseitisin
our interest to do so, but also, because it
isintheinterest of the cattleaswell. Even
if we were to extinguish ourselves and
hand over the country to the cattle, it will
be necessary to restrict the cattle pop-
ulation. If this is not done, increased
mortality through disease and starvation
will ultimately begin to operate. Thisis
the crucia point in the understanding of
this question. | hope that even the pro-
tagonists, of aban on cow-slaughter will
agreeto thisneed, namely, that the cattle
population will have to be restricted. No
further discussion is possible with those
who do not accept this preliminary
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proposition. Hence before parting com-
pany, we should try to understand their
precise position on this point. | shall
therefore ask the following questions:

(1) Do they desire that the human
population should be limited but that the
cattle population should be alowed to
grow unrestricted? If they do, they may
know that under the circumstances, it will
not take much time for the cattle pop-
ulationto outgrow the human population.

(2) Or, do they desire that neither the
human nor the cattle population should
be restricted and that both should be
allowed to grow unrestrictedly? If they
do, let them clearly understand the con-
sequences. The combined human and
cattle populations will soon outstrip all
our resourcesand manwill finditdifficult
to live very differently from the cattle.
There are then two possibilities the
‘human’ beings and cattle will continue
to live harmoniously in which case
increased mortality through disease and
starvation will begin to operate in both
the populations. Alternatively, the two
popul ationsmay beginto competefor the
limited resources and a struggle for sur-
vival and existence will ensue. Then
either species must win by killing and
controlling the other.
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(3) One final question: do they rec-
ognize any difference between man,
cattle, horse, dog, birds, insects, bacteria
and several other formsof life?1f they do,
is the difference religious or economic?
If they do not recognize any difference
between severa forms of life, do they
advocate that all forms of life should be
allowed to grow unrestrictedly? In that
case, they may know that it will not take
much timeto return to thejungle and that
ultimately, the law of the jungle will
prevail.

Let these questions be considered
dispassionately and answered publicly.
We may not agree but let us understand
our respective positions. In themeantime
let us movein the company of those who
recognize that just as we have agreed to
control and limit the human population,
so also we must agree to take effective,
steps to control and limit the cattle pop-
ulation.

The accepted method to control the
human population is controlling births.
How dowe control the cattle popul ation?
Serious suggestions have been made that
we should adopt the same method
namely, birth control through contra-
ceptives such as sterilization or ringing
of the cows. Recently, the Centra
Council of Gosamvardhan hasreportedly
recommended the use of the loop for
cows. These suggestions of course arise

JOURNAL OF INDIAN SCHOOL OF POLITICAL ECONOMY

JULY-DEC 2022

out of the desireto treat the cows exactly
like our mother or like the mother of our
children. Suppose for a moment that we
accept thissuggestion and fit loopsto the
cows. Let us then consider the conse-
guences. The cows fitted with loops will
of course not cave and hence the
population will be controlled. But if a
cow does, not calve, shewill alsonot give
any milk. Who will then feed her? Of
course, if we desire to treat the cow
exactly like our mother or likethe mother
of our children, we should agree to feed
her evenwhen shedoesnot calveandgive
any milk. We feed our mother or wife
even after sheis fitted with aloop. Why
should we hot feed a cow? We should.
Unfortunately we do not. We do not feed
acow unlessshepromisestogiveusmilk.
Thisisahardfact that, whenthe chipsare
down, we do make a difference between
our mother and the cow. We need not be
ashamed of this because the cow has
precisely reciprocal feelings. We call her
mother and some of usdo behavelike her
sons. Nevertheless, she makes a differ-
ence between ourselves and her calves.
Sherefusesto give milk unless she hasa
calf. The hard facts about our relations
withthecow are: (a) acow refusestogive
milk unless she calves, and (b) werefuse
to feed her unless she promises to give
milk.
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Thereis ample evidence to show that
we shall not feed the cow once wefit her
with the loop. Even without the loop,
there are alarge number of unproductive
cows in the country and we merely have
to examinehow wearetreating them. We
do not feed an unproductive cow but let
her loose. Shemust thenroamaroundand
feed herself onrefuse. Inrural areas, these
cowsroam with hunger and soon become
wild. Wild cowsroaming and destroying
crops are a serious problem in many
districts. Finally, if she cannot feed her-
self, she faces starvation, emaciation and
death. The evidence of this can be seen
in the much smaller number of cows, as
compared to the number of bullocks in
our adult cattle stock. L et us consider the
situation in Uttar Pradesh where pres-
umably the cow is most loved and best
looked after. According to the Livestock
Census of 1961, among the adult cattle
stock in Uttar Pradesh there were 195
bullocksfor every 100 cows. Thismeans
that in the adult stock, only one-third are
cows, and two-thirds are bullocks. How
does this happen? The male and female
calves are born in more or less equal
numbers, and they appear in more or less
egual numbersin the young stock. How
is it then that the number of cows is so
much reduced in the adult stock? How
doesit happen without slaughtering? The
answer is neglect and starvation. It is
through the neglect and starvation that in
Uttar Pradesh the number of cowsiskept
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down. The same istrue in severa other
States. Take Bihar and Gujarat. In Bihar,
amongtheadult cattlestock, thereare 163
bullocks to every 100 cows.

How are these numbers of cows
reduced so much below the number of
bullocks without slaughter? It is through
neglect and starvation. There are notable
exceptions where this is not true. They
are, most importantly, Kerala with a
predominant  Christian  population,
Jammu and Kashmir with a predomi-
nantly Muslim popul ation, and Rgjasthan
with land resources which are as yet not
overburdened. In the remaining States,
the ratios vary but everywhere the num-
ber of cowsissmaller than the number of
bullocks. Here, the cows are eliminated,
through neglect and starvation. Thisisthe
genera rule and these are the prospects
that the cow will faceif sheisfitted with
the loop.

Itissuggested that unproductive cows
should be taken care of in special, cattle
campsset up for the purpose. Wehaveno
such care-taking camps for old men and
women. Nevertheless, we may certainly
set up care-taking camps for old and
unproductive cows if wefedl that the old
cowsshould havehigher priority over old
parents. In fact, afew such camps called
Gosadans have been set up. The expe-
rience generaly has been that they have
falled to attract private charity in
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sufficient measure and the public funds
provided for them have not been used for
the care of the cows exclusively. How-
ever, thisisincidental. Themainpoint, is
that whether itisprivateor publiccharity,
whether the cowsarefed at home, or they
are let loose to feed themselves or are
taken care of in Gosadans, they are a
clam on the limited resources of the
country and we cannot afford to let their
number grow unrestrictedly.

The cattle problem has often been
mistaken as the problem of the old and
unproductive stock. Old and unproduc-
tive stock indeed is a serious problem.
However, it must be emphasized that
evenif wesucceed in doing something to
theexisting stock of old and unproductive
animals the basic problem remains. This
is a point which must be firmly under-
stood. The fact of the matter isthat given
any stock, it bringsforth acertain number
of calves which is much larger than is
needed to replace the original stock. As
aresult, the size of the stock continuesto
grow without limit. When the stock out-
grows the resources, there arises the
problem of unproductive stock. The
existence of unproductive stock isonly a
signal that the stock has out-grown the
resources. The root cause of the problem
isthus not old and unproductive animals,
but the large number of calvesthat come
forth and are allowed to grow. Never-
theless, we cannot reduce the number of
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calves coming forth, because that would
render a large number of cows unpro-
ductive. Therefore we must permit the
largest number of calves to come forth,
but not let al of them grow indefinitely.

To be sure, today wedo not permit all
the calves to grow. This will be evident
if we compare the number of young stock
under one year and the number of adult
stock above three years. A little compu-
tation shows that the mortality in the
young stock is so high that fewer than 30
per cent of the calves grow to the adult
age of three-years. Theseratiosareagain
different in different states. In Uttar
Pradesh, less than 20 per cent of the
calves grow to the adult age of three
years. The same is true of Punjab. It is
only in Gujarat, Himachal Pradesh and
Madhya Pradesh that between 40 and 50
per cent of the calves grow to the adult
age of three. In al other states, theratios
are less than 30 per cent.

How doesthis happen? We do not eat
veal. Why do then so many calvesdie so
young? Because almost immediately,
after itisborn, we pull the calf away and
deny it the full share of the milk of its
mother. We cheat the cow with a false
calf and stea away al her milk while her
young oneis starved to death. If the cow
had the slightest notion of the fate of her
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young one, shewould readily walk tothe
slaughter-house rather than deliver her,
calf in our hands to be starved to death.

These are then the two cardinal prin-
ciples of the affectionate care that we
bestow on the cow. First, we do not feed
the-cow unless she promised milk. But
wedo not kill her either, welet her starve
to death. Secondly, when she calves, we
cheat her, steal the milk away and leave
the young one alone but do not kill it; we
letit starveto death. What isthereligious
sanction to this between starvation and
dlaughter. In what sense is starvation of
animals more humane, more in conso-
nance with our cultural heritage than is
slaughter? These are questions for the
religiousmento answer. L et them ponder
these questions and answer them sin-
cerely.

If, the choice may be made on eco-
nomic grounds, it is obvious that
daughter is far more economic than
starvation. In the, first instance, with
deliberate daughter, one can be deliber-
ately selective. One may select the ani-
mals one would like to keep and kill the
rest. Starvation cannot be equally
selective.  When an animal starves, it
nevertheless eats a little and denies that
food to other animals. Hence all animals
starve in varying degrees. Starvation is
not selective also in the sense that the
animals which survive the process of
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starvation are not necessarily those who
should survive. Those who survive are
often fit for nothing else except mere
survival. Thirdly, awell-fed animal when
deliberately slaughtered has high eco-
nomic value. A starved and emaciated
animal eats its own meat, and finally
whenit dies, it leavesbehind little except
bones and inferior hide. It has become
impossible to consider these questions
dispassionately because of importinginto
the discussion much argument by anal-
ogy. Let usgive up thisanalogy between
the cow and the mother. We know it is
false and dishonest. We know that our
relation with the cow is not that between
mother and son. We know that the rela-
tion is based on solid material consider-
ations. We know that we would not feed
her if she did not give milk. Let us then
call acow, acow. That will help establish
a normal, healthy relation between our-
selves and the cow.

Oncethisisunderstood, we shall find
it possibleto feed acow not only because
she gives milk but also because she can
give us meat. We may then choose to
slaughter some cows but we shall feed
themwell, tothelast moment, rather than
letting them starve to death as at present.
We shall feed them well not for charity
or sentiment but because it will pay usto
feedthem. Weshall let all theyoung stock
such at the mother because it will pay us
to do so. Asthe stock grows, we shall
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have to select and weed out but we shall
feed all the animals well up to the last
moment. We shall then have around us
cattle that are well-fed and well-looked
after. Sooner or later every one may be
slaughtered. But every one will be fed
well whileit lives.

Thesearetheelementary principlesof
stock management. Feed, weed and
select. Without adequate weeding
through appropriate selection between
sex and age and between one animal and
another, thereisno possibility of feeding
the stock well. Reference is constantly
being made to the directive principles of
the Constitution. The Constitution cer-
tainly directs that the State shall endea-
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vour to take steps for prohibiting the
slaughter of cows and calves and other
much and draught cattle. But the Con-
stitution also directs that the State shall
endeavour to organize agriculture and
animal husbandry on modern and scien-
tific lines. There is a clear conflict
between these two directives of policy
and we must decide which one of thetwo
principles should prevail. Let us discuss
and debate the issue dispassionately.

Gokhale Institute of
Politics and Economics,

Poona-4.

8th December 1966.



THE PLAN FRAME AND THE MOTIVE POWER

V. M. Dandekar

The central thesis underlying D. R.
Gadgil’ s assessment of the present eco-
nomic situation and his prescriptions for
the future is that the shape and direction
of economic policy arelargely the result
of influence of vested interestsin private
business and trade. He recommends a
comprehensive regulatory framework in
order to curtail and regulatethework and
influence of this section.

However, we should recognise that in
the processwe may create another vested
interest, namely, the bureaucracy. While
the consequences of replacing com-
pletely one vested interest, private busi-
ness, by another vested interest,
bureaucracy, deserve to be carefully
considered, this is not an immediate
prospect. The immediate prospect is a
much worse one, namely, that the two
vested interests, private business and
bureaucracy, may co-exist, join hands
and undermine the entire regulatory
apparatus.

Thismay be the real danger in setting
up an all-pervasive regulatory frame-
work.

Gadgil is probably justified in his
criticism of the physical and the per-
gpective planners who presumably
believe that once a given capita
investment is achieved, the economy

functionsautomatically accordingtoplan
and leads to the development aimed at.
So, as Gadgil emphasises, in order to
succeed, a plan of investment must be
supported by the necessary policy and
regulatory framework.

However, it will be equally wrong to
suppose that a policy and a regulatory
framework will function automatically
merely because it is logical and com-
prehensive. To the extent that a regu-
latory framework curbs ordinary
economic incentives, it will be necessary
to create and provide other motivating
incentives which, in the circumstances,
have to be political and patriotic.

Or else, we may have aframe without
the motive power.

IN HISPAPER on Indian Planning D. R.
Gadgil begins with an assessment of the
performance of Indian planning during
thelast three Plan periodsand adiagnosis
of itsfailures. Hismain conclusion isthat
the Government finds it possible to raise
financial resources and make them
availablefor financing capital investment
and current inputs but is unable to direct
and regulate the use of these resources
oncethey passinto private hands. In other
words, the Government succeeds best
when it directly undertakes large pro-
grammes of public expenditure but fails
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when the planned use of resourcesliesin
or passesinto private hands. The reasons
for this, in hisopinion, areatotal absence
of (a) apolicy frame and (b) aregulatory
framework. In fact, he accuses the Gov-
ernment of deliberately avoiding con-
structing the necessary policy frame and
regulatory framework because of the
growing influence in the Government of
() the vested interests with laissez faire
bias and (b) the physical or perspective
planners, in other words the technocrats,
with bias towards automatism of devel-
opment following investment. In conse-
guence, in hisopinion, the Plan resources
have passed into the hands of the vested
Interest and have been employed in
market-oriented uses. Thenet result of all
thisis the failure to maintain stability in
the economy which has finaly jeopar-
dised planned devel opment.

Emphasison Stability

Gadgil attaches great importance to
maintaining stability in the economy. In
his opinion, the most serious aspects of
the failure to maintain stability are (1)
unchecked increaseininternal prices, (2)
growing imbalance in the external bal-
ance of payments and (3) growing
inequality inthe economy. Hergjectsthe
notion, currently prevailing, that mere
avoidance of deficits financing
supplemented by greater financial disci-
pline and appropriate monetary and
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credit policies will be able to check the
risein prices. In his opinion, in order to
achieve price stability, the essential
requirements are (@) restraints on
domestic consumption and (b) a price
policy supported by much greater control
over production, trade, speculation and
banking. The growing imbalance in the
external balance of payments is, of
course, due to growth in imports and
failuretopromoteexports. Gadgil blames
the growth in imports on (a) failure to
direct agricultural production effort into
required channels and to restrain and
rationalise demand leading to unre-
strained imports of foodgrainsand cotton
and (b) unplanned growth of private
industry committing the economy to
compulsive imports to maintain estab-
lished industry. Failure to promote and
expand exports has occurred in both the
traditional and thenew sector. Thefailure
in the traditional sector is primarily due
to the inelastic world demand for our
traditional exports, inelastic supply of
agricultural production and rising inter-
nal demand for the exportable commo-
dities. Gadgil suggeststhat to counter the
latter two factors, it was essential to
restrain the domestic consumption of
exportable commodities. The failure to
promote exportsin the new sector, in his
opinion, is primarily due to quantitative,
restrictions on imports unaccompanied
by their detailed allocation and control
over their prices and consequent failure
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to eliminate extra and illicit gains to
private partiesin the business. Todo this,
again, would require comprehensive
regulation of private industry. Gadgil
attributes, the growing inequality in the
economy to the so-called production-
qriedbetiam-bef ore-distribution

policy, failure to achieve transmission
and diffusion of the forces and effects of
development beyond theinitial points of
injection, and neglect of the employment
aspects of development planning. In his
judgment, the growing inequality in the
economy is causing not only economic
instability but socia and political unrest
aswell.

Following this assessment and diag-
nosisof thesituation, Gadgil, proceedsto
prescribe what he cals a corrective
approach. The primary objective of his
prescription is to achieve and maintain
stability. He points that not only is there
no conflict between stability and devel-
opment but that stability is an essential
condition for continued and sustained
development. The essential elements, in
his prescription are (@) an integrated
policy frame and (b) a comprehensive
regulatory framework.

As Gadgil has spelt it out, the policy
for stability hastwo aspects. (1) aprice
policy and (2) an income policy. The
main instruments of his price policy are
(a) acomprehensive system of socialised
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purchase, storage and sale of al maor
agricultural products with a view to
establishing and maintaining a stable
structure of agricultural prices; (b) a
widespread network of retail shopsunder
public control for distributing all essen-
tial consumer goods and necessary pro-
curement of essential manufactured
goods in order to supply the retail shops
and (c) control of prices of intermediate
and capital goods mainly through
detailed allocation of imports and effec-
tive elimination of all extra gains which
guantitative restrictionsonimportsmake
possible. The essential elements of his
income policy are (@) stabilisation of
agricultural incomes through stabilisa-
tion of agricultural prices; (b) avoidance
of technological unemployment through
deliberate use of existing equipment and
skills; (c) giving adeliberate employment
orientation to the plan of new investment
and (d) checking risingincomesat higher
levels through appropriate fisca mea-
sures.

Gadgil advocates a very comprehen-
sive regulatory framework to regulate
private trade and industry. The main
operative instruments of regulation are:
(a) fiscal, monetary and credit policies
aimed at reducing the importance and
scope of the private capital market, lim-
itation of bank credit and itsallocation to
different industries; (b) closer scrutiny of
the industrial sector, in relation to its
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import commitment with a view to
achieving increasing self-reliance; and,
(c) scrutiny and control of the financial
affairs of the private sector through a
system of public audit.

One might dispute Gadgil’s assess-
ment of the past performance of our
planning and hisdiagnosis of itsfailures.
One might also disagree with his policy
prescription for the future. In the fol-
lowing, | wish to do neither. Instead, |
wish to spell out in some detail certain
implications of Gadgil’s policy pre-
scription which | believe he has deliber-
ately chosen not to elaborate upon.

Overall Policy Frame

The key element in Gadgil’s pre-
scription is an overal policy and regu-
latory framework which affects all
persons both as consumers and
producers. The policy aims at restraining
consumption and directing production in
appropriate channels. Its principal
objective isto achieve and maintain sta-
bility in the economy. Let us first con-
sider the restraint on consumption. This
Isto be achieved through (a) quantitative
restrictions in the case of al essentiad
consumer goods of mass consumption
and also of intermediate and capital
goodsin crucia sectors; and, (b) through
high excise duties and high pricesin the
case of al other commodities. It must be

JOURNAL OF INDIAN SCHOOL OF POLITICAL ECONOMY

JULY-DEC 2022

emphasised that the restraints on con-
sumption are necessary not only in
respect of those commodities of which
domestic supplies are short of domestic
demandbut alsowherewehaveasurplus.
In the latter case, we need restraints on
consumption in order to procure quanti-
ties for export. If there are any commo-
dities where there is a domestic surplus
but no export market, we shall haveto cut
down their production. In short, we can
not have unrestrained consumption of
anything whatever. Thisisobviousif we
must maximise investment.

Thisisonesideof the proposition. The
other side is what are called economic
incentives. If we are to restrain con-
sumption all round, what are the eco-
nomic incentives for additionad
production effort, it is asked. The
promise of a brighter futureis all right;
however, people also need something
tangible in the immediate future, it is
argued. Thisis a serious matter and we
should examine the implications care-
fully.

We might divide the question into two
parts and first consider, it in relation to
the great mass of people. What are the
economic incentives that we could pro-
vide to these people so that they might
put in additional production effort? The
consumption of these people would be
confined, inany event, by andlargetothe
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essential consumer goods of mass con-
sumption. If the overall restraints on the
consumption of these goods are
accompanied by a more equitable distri-
bution of the given suppliesto amajority
of these people it might in fact mean
higher living standards than at present.
Thisis what Gadgil suggests should be
done through proper price and income
policies and a comprehensive retail dis-
tribution system under public control. If
this is successfully achieved this will
provide, let us say, the necessary eco-
nomic incentives to the great mass of
people.

Let us next consider the residua
minority, a small class but nevertheless
important for economic development,
namely, the middle and upper middle
classes and above al the elite. An equi-
table distribution of the essentia con-
sumer goods does not offer much
attraction to these people; they can
acquire necessary suppliesin any event.
On the other hand, a section of this class
thrives when the prices and distribution
of the essential commodities are not
controlled. Therefore, such controls and
regulationresultindirect disincentivesto
at least a section of these people. Of
greater concerntotheclassasawholeare
the restraints on consumption of non-
essential consumer goods. These com-
modities are non-essential to the mass of
consumers but nevertheless constitute
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essential economicincentivestotheclass
under consideration. Gadgil suggeststhat
the consumption of these commodities
should be restrained through appropriate
price and income policies supported by
necessary fiscal measures. The purpose
of restraining consumption of these
commodities is not only to make large
guantitiesof them availablefor export, or
to make larger resources available for
investment, but also to prevent, what
Gadgil has called "warping of the pro-
duction structure" whereby production of
non-essential commodities prospers at
the expense of the production of essential
commodities of mass consumption.

Vigilance over Perquisites

These are obviously important con-
Siderations. Let us, therefore, seewhat are
the necessary steps and what are the
implications if consumption of the non-
essential commoditiesisto beeffectively
restrained. In the first instance, this will
require strict scrutiny and vigilance over
the perquisites and fringe benefits which
private industry and business provide to
their employees. This must specifically
cover travel abroad on business account.
Secondly, thecurbson consumptionmust
extend to foreign businessmen, experts,
technicians, diplomatic personnel, vis-
itors, tourists, inshort all foreigners. This
is absolutely essential if we have to
prevent infiltration through hospitality
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and drink and dinner diplomacy gener-
aly. Thirdly, once we effectively curb
domestic  consumption  of  the
non-essential  commodities, we shall
haveto take stepsto prevent the flight of
this class and especially of the scientific,
technical, managerial and administrative
personnel, to other countries. If we must
do this effectively, for all practical pur-
poses we shall have to close our doors.
There are severa good reasons why we
should in any case do this immediately.
Once we do this, we must turn attention
to the question of incentives and condi-
tions of work more conducive to greater
effort on the part of these persons. It is
obvious that in the circumstance these
incentives cannot be economic in the
narrow sense of the term. The incentives
will have to be political or patriotic.

The need to curb non-essential and
ostentatious consumption appears para-
mount from yet another and wider
viewpoint. The central thesis underlying
Gadgil’ s assessment of the present situ-
ation and his prescription for the futureis
that "the present shape and direction of
economic policy in India are largely the
result of influence of vested interest” and
that this needs to be immediately cor-
rected. In this, probably, Gadgil had in
mind mainly the vested interests in
private business and industry. But
undoubtedly he would, readily recognise
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other vested interests as well. Landown-
ing interest and the bureaucracy are
obviously two other important vested
interests. We should also recognise the
middle and upper-middle classes as an
other important vested interest. | may add
yet another category, namely, the one
represented by the mother cow and her
dear sons. Gadgil hasnot devoted specific
attentionto therole of landowning vested
interests in the present economic Situa-
tion. Therefore, | shall not here consider
the problems that this category presents.
| shall a'so not examinethe problemsthat
themother cow and her sonsraise. Inany
case, these two categories of vested
interestsfall inaclassapart fromtheother
three categories mentioned above,
namely, private business and industry,
thebureaucracy andthemiddleand upper
middle classes whom we might refer to
as the intellectuals. These three catego-
riesof vested intereststogether constitute
what we may cal the urban vested
interests. There can be no doubt that at
present economic policy in this country
is being shaped and directed by these
interests.

The nature of vested interest in private
business and industry is well known and
well understood. Gadgil recommends a
comprehensive regulatory framework in
order to curtall and regulate the power
and influence of this section. In this
framework, the main instruments of
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operationare: afiscal policy to reducethe
importance of private capital market, a
credit policy to limit and allocate bank
credit, allocation of importstogether with
control over their prices, requisition of
essential consumer goods of industrial
production for retail distribution, pro-
curement of production for export, price
control over intermediate and capital
goods in crucial sectors, high excise
duties on non-essential goods to be
released for domestic consumption, high
income taxes for curbing incomes at
higher levels and public audit of the
financia affairs of private business and
industry. In short, what Gadgil suggests
isthat the fiscal policy should ensurethat
therearelittle or no savingsinthe private
sector sothat itwould bepossibletodirect
production through allocation of bank
credit. Production should bedirected into
production of standardised essential
consumption goods and when they are
produced they should be procured for
retail distribution under public control.
The detailed allocation of imports and
procurement for export imply that the
import and export trade should be in the
public sector. Findly, to eliminate all
illicit gains arising out of regulation,
Gadgil suggests public audit of the
financia affairs of private business and
Industry.

A New Vested I nterest

Thisis a formidable apparatus and
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there is little doubt that if it could be
operated successfully, it would effec-
tively curb the power and influence of
vested interests in private business and
industry. However, we should recognise
that in the process we may create another
vested interest, namely, the bureaucracy.
We should, therefore, beware of the
consequences. Here | am not concerned
about the consequences of replacing
completely one vested interest, namely,
private business, by another vested
interest, namely, the bureaucracy. Thatis
not an immediate prospect. | am con-
cernedwith aprospect whichisworseand
more immediate, namely, that the two
vested interests private business and
bureaucracy, may co-exist, join hands
and undermine the entire regulatory
apparatus. Many consider this to be the
real danger in setting up an all-pervasive
regulatory framework. Gadgil has
blamed our failurein the past on what he
calls the total absence of a policy frame
and aregulatory framework. Hemight be
right. However, there are others who
believethat therewasin fact apolicy and
aso a regulatory framework though
undoubtedly not as comprehensive as
Gadgil suggests. In their opinion, our
failure has been mainly in implementing
the policy and operating the regulatory
framework and that the collusion
between the bureaucracy and the private
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business was the main reason. Whether
or not thishasinfact happenedinthepast,
the danger is undoubtedly real.

Intheir collusion, the bureaucracy and
private business are aided and abetted by
the middle and upper middle classes or
what we may broadly term the intellec-
tuals. A large section of what we super-
ficiadlly recognise as bureaucracy or
private business indeed belongs to this
category. Besides, it includes al liberal
professions, doctors, lawyers, teachers,
writers, artists and above al the politi-
cians. There isno need to emphasise the
importance of this class in influencing
and shaping crucial policy decisions.
Nevertheless, thisclassiseasily themost
vulnerable from the economic pressures
which the hard core of the other two
categories can bring to bear. When this
class succumbs, it isthe signal for loos-
ening of thepolicy frame. Thebureaucrat
then becomes bold and joins hands with
the private business and undermines the
entire regulatory framework. It is thus
that the private business and industry
ultimately wins and we have al the
consequences that Gadgil has so well
emphasi sed.

The middle and upper middle classes
thus have a crucia role to play in
upholding the policy frame and in
ensuring that the bureaucrat operates the
regulatory framework effectively. It is,
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therefore, essential that these classes are
adequately protected or insulated from
the economic pressures that private
business and industry can exert. The
vested interest of these classes is in a
comfortablelifeand that istheir undoing.
It also alienates these classes from the
general mass of people and places them
within easy influence of private business
and industry. It isin this context that the
importance of curbing non-essential and
ostentatious consumption becomes par-
amount. If thisisdone, it will effectively
reducethevulnerability of themiddleand
upper middle classes and the regulatory
framework, such as the one suggested by
Gadgil, will have a better chance to
function successfully.

|'s Stability Possible?

Let me now turn to the second
important element in Gadgil’s prescrip-
tion, namely, the emphasis he lays on
stability. Gadgil lays primary stress on
achieving and maintaining economic
stability-stability in internal prices, sta-
bility inexternal balanceof paymentsand
stability, if not progressive reduction, in
inequality. He thinks that stability is an
essential condition for continuous and
sustained development. This is a matter
which may be debated at various levels
of sophistication, mathematical, statis-
tical or philosophical. However, even if
one agrees with Gadgil regarding the
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importance of stability, one might won-
der whether even with a comprehensive
policy frameand aregulatory framework
of his prescription, it will be possible to
achieve and maintain stability of thekind
he desires. There are several elementsin
the situation which lie outside even the
most comprehensive framework of pol-
icy and regulation and which must,
therefore, be treated as exogenous. First
and foremost of al, agricultural produc-
tionisliableto great seasonal fluctuations
and these do not affect all crops and all
regions uniformly. These are bound to
affect income distribution between rural
and urban areas, between different
regions and between different categories
of agricultural producers. These will
inevitably affect the price and distribu-
tion systems. Some of the fluctuations
will also affect industry and some others
will affect directly the imports and
exports. The export market on which we
must depend in order to achieve and
maintain stability in our external balance
of payments lies entirely outside our
regulatory framework and any changesin
the export market situation will have to
be inevitably absorbed within our econ-
omy. The extent and nature of external
assistance that we may receive depends
on an international political situation
whichisextremely fluid and henceliable
to great fluctuations. Gadgil realises this
and, rightly suggeststhat our strategy and
route of industrialisation must not be put
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inasingle, rigid frame but must provide
for a series of possible situations. As he
has suggested, it must aim to reach self-
reliance early or late, with large or no
external assistance and must define a
correspondingly narrow or wide basis.
These are the compulsions of circum-
stancesand are bound to makethetask of
maintaining stability adifficult one. Itis,
therefore, difficult to agree with Gadgil
when he says that in a developing econ-
omy, policy should be geared to steady
maintenance of stable conditionsand not
to dealing with constant ups and downs.

In this context the analogy he draws
between economies of poor developing
countries and the war economies of
industrial countriesis relevant. The pur-
pose of the policy and regulatory frame-
work in the war economies may, in one
sense, be described as steady
maintenance of stable conditions. How-
ever, it seems to me that a more appro-
priate description of their purpose would
be to deal with ups and downs of a
constantly changing situation. The pri-
mary function and purpose of a compre-
hensive and effective regulatory
framework in a poor developing
economy might, be describedinthe same
manner, namely to meet the ups and
downs originating in exogenous factors
beyond our regulatory framework-to
make the best use of unexpected
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favourable circumstances and to absorb
the shocks of unforeseen adverse devel-
opments.

The analogy with the war economies
of thewest is, however, not completeand
it seems to me that there is missing an
important element in our economy which
must be supplied for the analogy to hold
good. The war economies of the western
countries functioned under comprehen-
sive and effective regulatory framework
and hence these economies certainly
provide us with a model to adapt and
adopt. However, their success was due
not only to a comprehensive regulatory
framework but also, and at least in equal
measure, to the incentives which the war
provided. To put the matter somewhat
differently, the regulatory framework
functioned effectively not only because
it was comprehensive but also because
the war provided the necessary motivat-
ingincentives. Theseincentiveswere dot
economicinthenarrow senseof theterm.
They were essentialy political and
patriotic. To make complete the analogy
between our economy and the war
economies of the western countries, we
shall, therefore, need not duly an inte-
grated policy and a comprehensive reg-
ulatory framework but al so the necessary
political and patriotic incentive. Under
peacetime conclusions, the nature of
theseincentives and the manner inwhich
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they may be supplied are such that it may
be more appropriate to seek an analogy
with communist economies of the
devel oping countriesrather than with the
war economies of the western industrial
countries.

Other Incentives Necessary

Gadgil is probably justified in his
criticism of the physical and the per-
spective planners or the technocrats who
presumably believe that once a given
capital investment is achieved, the
economy  junctions  automatically
according to plan and leads to the
development aimed at. As Gadgil has
emphasised, in order to succeed, a plan
of investment must be supplied with the
necessary policy and regulatory frame-
work. However, it will be equally wrong
to suppose that a policy and aregulatory
framework will function automatically
merely because it is logical and com-
prehensive. To the extent that a regu-
latory framework curbs ordinary
economic incentives, it will be necessary
to create and provide other motivating
incentives which, in the circumstances,
haveto be political and patriotic; or else,
we may have aframe without the motive
power. Gadgil has not emphasised this
point because, | suppose, he wanted to
keep hisobservationswithin the limits of
aprofessional economist.



DEMOCRATIC DECENTRALIZATION

V.M. Dandekar

| propose this evening to speak on
certain aspects of democratic decentral-
ization. Asyou are aware, the concept of
democratic decentralization, also known
asthe panchayati raj, was established ten
years ago with the publication of the
pioneering report of the Study Team
under the distinguished chairmanship of
Shri Balwantrai Mehta. During the ten
years, sincethe publication of thisreport,
considerable progress has been made
broadly along the lines recommended by
the Study Team. There are at present
established and functioning panchayati
raj institutions in twelve states, namely,
Andhra Pradesh, Assam, Bihar, Gujarat
Madras, Maharashtra, Mysore, Orissa,
Punjab, Rajasthan, Uttar Pradesh and
West Bengal. There are now established
in the country in all 250 district level
bodiesand about 3500 intermediate level
bodies between the district and the vil-
lage. | do not propose to survey the
constitution or functioning of these
bodiesor to assesstheir successor failure
in the tasks assigned to them. Instead |
intend to raise a few rather broad issues
of principles and policy in the context of
this subject. Let me recapitulate briefly
its background.

The origins of the concept of demo-
cratic decentralization lay in the need to
reorganize the administration in the
districts. The structure of administration

developed by the British was based upon
the district as the principa unit with the
District Collector as the government’s
principal representativein touch withthe
people. Besides being in control of the
administration of law and order and
revenue in the district, the Collector had
a co-ordinating responsibility for the
activitiesof all thedepartmental agencies
within the district. In the hierarchy of
administration, he enjoyed status and
much delegated power which gave him
considerable influence over the local
population. For thelimited functionswith
which he was especialy responsible,
there was no need for agreater degree of
popular co-operation than the Collector
could thus command.

With the country becoming indepen-
dent and with the emphasis shifting from
law and order to economic development,
it became evident that the official agen-
cies by themselves could not carry even
a modest programme of rura
development and that therefore greater
initiative and participation on the part of
the people in the development pro-
grammes was needed. This was recog-
nized in the First Five Year Plan.
However, little progress was made along
these lines during the First Plan period.
The Second Five Year Plan agan
emphasized the need to create, a well
organized democratic structure of
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administration within the district and
suggested that ‘the functions of the pop-
ular body should come to include the
entire general administration and
development of the area other than such
functions as law and order, administra-
tion of justice and certain functions per-
taining to revenue administration.’ It was
against this background that the
Committee on Plan Projects of the
National Development Council
appointed in January 1957, a study team
under the chairmanship of Shri Balwan-
tra Mehta to study and report on the
working of the Community Devel opment
Projects and the National Extension
Service and also to examine the question
of reorganizing the district administra-
tion. The Study Team submitted itsreport
by the end of 1957. After reviewing the
working of the several local bodies and
the development committees then exis-
ting in the districts, the Study Team
recommended that all these bodies be
replaced by a single representative and
vigorous democratic institution to take
charge of all aspects of development
work in the rural areas.

The issues of principles and policy
which | propose to raise and discuss
centre around this central recommenda-
tion, namely, to establish in each rural
area ‘a single representative democratic
institution to take charge of all aspects of
developmentwork’ inthearea. | havetwo
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issuesto discuss. Firstly, | shall question
the advisability of setting up a single
institution to take charge of all aspects of
development work. | shall argue that this
leads to a kind of concentration or
authority and power which is not desir-
able. Secondly, | shall raise questions
regarding the precise nature and content
of representative democracy desired in
panchayati raj institutions. | shall argue
that the parliamentary form of democracy
intheseinstitutionsleadsto an undueand
unjustifiable concentration of power in
the handsof asingle political party which
isnot desirable.

The proposal to establish in each area
asinglebody to take charge of all aspects
of development work in the area arises
naturally because our concept of decen-
tralization is essentially a concept of
geographical or regional decentralization
- from the state level to the district level,
from the district level to the block level
and from the block level to the village
level. We have, therefore, discussed
whether decentralization should be car-
ried upto the district level or whether we
should carry it further to the block level.
But once it is decided that it should be
carried to the district or the block level,
all appear agreed that all junctions at that
level should be concentrated in the hands
of a single body. This achieves geo-
graphical or regiona decentralization
Nat inevitably leads to functional
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concentration. | shall presently arguethat
this is undesirable and suggest that our
notion of democratic decentralization
should extend to both regional aswell as
functional decentralization.

However, before | do this, | wish to
clear a small point which has received
much attention namely the regional level
to which decentralization should pro-
ceed. The Balwantrai Mehta Study Team
had suggested that decentralization
should be carried to a level below the
district, namely the development block,
andthat real authority shouldbedevolved
on bodies called Panchayat Samitisto be
created at the block level. They had also
recommended the creation of Zilla Pari-
shads at the district level but their func-
tions were to be largely advisory. There
has been considerabl e discussion on this
point and naturally different state gov-
ernments have taken different views. For
instance, the Government of Maharashtra
took the opposite view and decided to
devolvereal authority on Zilla Parishads
established at the district level while
caking the Panchayat Samitis mere
regional sub-committees of that body. |
suppose it will be readily agreed that if
we, wish to devolve authority at a lower
level, we shall be able to devolve only
smaller authority. On the other hand, if
we wish to devolve greater authority itis
obvious that this will have to be done at
a higher level. The reason is simple. At
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lower levels, such as the Panchayat
Samiti level, the average calibre of the
elected elements as also of the technical
services cannot be high enough presently
to enable greater devolution of power at
that level. Thus, if the Government of
Maharashtra did not decentralize teal
authority at the block level and instead
restricted it to thedistrict level, | believe,
that it has devolved much greater
authority than was envisaged by the
Bawantrai Mehta Study Team. Per-
sonally | aminfavour of decentralization
of greater authority and, hence approve
the position taken by the Government of.
Maharashtra on this point.

However, from what | have earlier
said, it followsthat if we devolve greater
authority at a higher level, it resultsin a
greater concentration of authority and
power at that level. Thisisbest illustrated
by the situation in Maharashtra. As a
consequence of its decision to devolve
real authority at the district level and to
devolve on the district bodies all func-
tions, other than law and order and
administration of justice, which
legitimately fall withinthejurisdiction of
a district administration, the Zilla Pari-
shads in Maharashtra are fairly strong
bodies with considerable financial and
personnel resources. A ZillaParishad has
an annual budget of about 2 to 3 crores of
rupees and service personnel of about 2
to3thousand. Practically all district-level
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functions in the fields of education,
health, public works, agriculture and
co-operation are devolved on these
bodies, There can belittle doubt that this
IS genuine democratic decentralization.
However, this has inevitably led to an
excessive concentration of power and
authority withinthedistrict. Thishappens
in both the political and the administra-
tive wings of the Zilla Parishad. On the
one hand, there is an excessive
concentration of power in the hands of
the President of the Zilla Parishad which
leads to potentially undesirable political
activity which all such concentration of
political power leadsto. Thereis similar
and parallel concentration of authority in
the hands of the Chief Executive Officer
of the Zilla Parishad. He belongs to the
senior cadre of the Indian 4dministrative
Service and all executive power of the
Zilla Parishad vests in him. All service
personnel in all departments including
officers belonging to Class | of the State
service working with the Zilla Parishad
are subordinated to him. This has many
undesirable consequences the most seri-
ous of which is the snapping of the
connections between the technical staff
working in the districts and the senior
officers in the technical departments
functioning at the divisional or state
levels. Concentration of political power
and administrative authority in such
measure at alocal level isundesirable.
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Thus we appear to be faced with a
dilemma. If we decentralize authority to
a lower level, we cannot effectively
decentralizemuch authority. On theother
hand, if we wish to 4ecentralize consid-
erable authority, we have to do it a a
higher level andthat |leadsto anexcessive
concentration of power and authority at
that level. The dilemma arises because,
as| haveearlier said, we havelimited our
notion of democratic decentralization to
regional decentralization. The dilemma
can be resolved and a more desirable
pattern of decentralizationcanbeevolved
if we combine with regional decentral-
ization the concept of functional decen-
tralization. Let me illustrate again with
reference to tin functioning of Zilla
Parishads in Maharashtra.

The Zilla Parishads in Maharashtra
function through a set of seven commit-
tees, namely, the Standing. Committee
and six subject committees. The six
subject committees are chaired by three
chairmen and they have fairly defined
functions. And powersinrelationtotheir
subjects. Nevertheless, both politically
and within the hierarchy of the Zilla
Parishad, they have a statusjunior to that
of President. This leads to effective
concentration of authority inthe hands of
the President. In the same manner, the
heads of respective technical depart-
ments in the district act as secretaries to
the subject committees and are
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answerable to those committees. Never-
theless, in the administration they are
subordinated to the Chief Executive
Officer and that leads to excessive con-
centration of authority in the hands of the
Chief Executive Officer. What s,
therefore, needed is a certain degree of
functional decentralization so that the
chairmen of the subject committees may
not be subordinated to the President of
the Zilla Parishad nor may the heads of
technical departments in the district be
subordinated to the Chief Executive
Officer of the Parishad.

This may be done by suitably feder-
atingthedistrict level subject committees
into adivisional level board for districts
within adivision. Consider for instance,
the education committee of a Zilla Pari-
shad. At present it functions within the
framework of the Zilla Parishad and
henceis subordinated to the President on
the one hand and the Chief Executive
Officer on the other. Suppose now that
we constitute for a group of six or eight
districts, a divisiona education board
consisting of the chairmen of the district
education committees and the district
education officers who incidentaly are
the secretaries of the district education
committees. The elected membersof this
board may elect a President to preside
over the board and the divisional officer
of the Education Department may func-
tion asits secretary. The board may then
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be entrusted with the responsibility of
implementing the educational policy and
programme in the division with the dis-
trict subject committeesfunctioningasits
subsidiaries. Similar divisional boards
may be established in other subjects such
as public health, public works, agricul-
ture, co-operation, etc. The Presidents of
al such divisiona boards may enjoy
status equal to that of the Presidents of
the Zilla Parishads. At the same time, all
district heads of technical departments
together with all junior cadres in these
departments should be placed firmly
within the respective technical depart-
ments and not subjected to the control of
the. Chief Executive Officer of the Zilla
Parishad.

Programmes of economic develop-
ment are becoming, increasingly techni-
cal and it is necessary that the popular
representatives at the local level are
sufficiently acquainted and informed on
these aspects along with questions of
broad social-economic policy in these
matters. The divisional boards in differ-
ent subjects will offer the necessary
forum for the purpose. Firstly, the
divisional board in a subject will offer a
forum where the chairmen of the district
subject committees may meet and get
acquainted with larger issues of devel-
opment policiesand programmesin their
respective subject fields. Secondly, the
divisional board will offer aforumwhere
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thedistrict headsof thedepartment, under
the guidance of the divisional head, may
meet the elected popular representatives
on level and may inform them on the
technical aspects of the programmes. At
present, thisdoes not happen in sufficient
measure. Itistruethat thedistrict head of
adepartment is the secretary of therele-
vant district subject committee. How-
ever, in that committee he is in the
minority of one and has to face the
political pressure of the rest of the com-
mittee. Heisalsoisolated fromhisequals
and seniors in the technical department
and naturally submits to political pres-
sure rather than squarely placing before
thecommitteethetechnical aspectsof the
guestion. In the divisona board, the
district heads of the department in all the
districts will sit together and will in
addition have the benefit of advice of
their senior namely the divisional head.
They will have, therefore, nodifficulty in
putting before the board the technical
aspects of the question under discussion.
Even though they may have no voting
power in the board, it will be important
that the decisions made by the board will
be fully informed. Finally, the proposal
will re-establish the link between the
district level service cadres and the
divisional and state level senior officers
inthe department which at presentisvery
much snapped. Thisisnecessary for more
than one reason. The most important
reason is that a direct link with the
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department is regarded a necessary ele-
ment of the satisfactory service condi-
tions by the service personnel. We have
paid much attention, to creating desirable
political conditions in the local level
administration but too little attention to
creating right service conditions for the
public servants. This has led to much
heart-burning, resentment and frustration
inthe service personnel inthedistricts so
much sothatingeneral they havenot been
willing partners in the, process of dem-
ocratic decentralization.

It may be asked asto what will be the
function of the Presidents of the Zilla
Parishads under such a reorganization.
Thereis little doubt that in the proposed
reorganization, the political power of the
presidents and the administrative
authority of the Chief Executive Officers
of the Zilla Parishads will be greatly
reduced. In fact, that is the intention. It
seems that the functions of the Chief
Executive Officers may be reduced so
greatly that it may not be necessary to
havel AS officersto man theseranks, But
the Presidents of the Zilla Parishads will
still haveimportant functionsto perform.
Their chief function will be as chairmen
of the district standing committees. On
the district standing committee sit,
besides other elected members, all
chairmen of district committees. The
standing committee, therefore, provides
the natural forum to review the progress
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of implementation of variouspoliciesand
programmes in the district. It should be
the principal function of the Presidents of
the ZillaParishads to do thisand bring to
the notice of the appropriate divisional
subjects boards any shortcomings dis-
covered. ThePresidentsmay also beheld
responsible for the maintenance of the
financial accounts of the Zilla Parishads.
They may also be responsible for pro-
viding the general establishment for the
functioning of the several subject
committees in the district and should be
inchargeof thesame. In short, thoughthe
Presidents of the Zilla Parishads may be
very much reduced in their status and
political power, they will still haveuseful
coordinating functions to perform.

Let me sum up. | do not approve of the
ideaof establishing for each areaasingle
body to be in charge of all development
functions. Besides leading to excessive
concentration of political power and
administrative authority in the area, such
abody tends to become political in one
of itswings and bureaucratic in the other,
tails to bring together the two wings in
harmonious relations and generaly
neglects technical aspects, of develop-
ment programmes. | therefore plead for a
functional decentralization at a higher
level whereby several specialized agen-
cies may operate in each larger area. In
the context of the constitution of Zilla.
Parishads in Maharashtra, | suggest that
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divisional boards may be established in
each subject which will have the real
authority in relation to that subject. The
existing subject committees in the dis-
tricts will continue to function as at
present except that they will be
answerabletothedivisional boardsrather
than the Zilla Parishad. The principal
function of the Zilla Parishads should be
to co-ordinate the work of the several
subject committees in the district. This
leaves unaffected the Panchayat Samitis
and they will continue to function as at
present. These are matters of detail and |
have illustrated them with reference to
the constitution of Zilla Parishads in
Maharashtra simply because | am
familiar with their working. Once the
principleof functional decentralizationis
accepted, the details will have to be
adapted to the structure of panchayati raj
institution in each state.

Let me now turn to the second of the
two issues which | said | would discuss,
namely, the precise nature and content of
representativedemocracy tobedesiredin
thepanchayati raj institutions. Becauseof
our notion that democratic decentraliza-
tion means regional decentralization, we
havetendedtolook at thenew institutions
as local governments, that is govern-
mentsat thedistrict or block level, andin
fact caled them panchayati rg
ingtitutions. Consequently, we have
implicitly understood that the nature and
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content of representative democracy in
these ingtitutions should be, as far as
possible, the same as at the state level.
Therefore, ideally, these bodiesshould be
constituted on exactly the same lines as
those on which the state assemblies are
constituted. For instance, in M aharashtra,
the ZillaParishad in adistrict consists of
between 40 and 60 councilors chosen by
direct election from single member con-
stituenciesdetermined so that thereisone
councilor for not morethan 35,000 of the
population. In other statesthe election to
thedistrict body or theintermediate level
body isnot direct. However, whether the
electionisdirect or indirect, theprinciple
of the rule of the mgjority iseverywhere
accepted. Some people believe that this
isinevitable in any democratically con-
stituted body and point out that after all
the governments at the centre and in the
statesal so functiononthesameprinciple.
| shall arguethat the analogy between the
governmentsat thecentreandinthestates
and the panchayati rg institutions is not
correct and that therefore the content of
representative democracy in the pan-
chayati rgj institutions hasto be different
from the simple rule of the majority.

The difference between the govern-
ments at the centre and in the states on
the one hand and the panchayati rg
institutionson theother will becomeclear
if weexamine closely thefunctionsof the
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panchayati raj institutions. These func-
tions are of course apart of the functions
of the state governments which these
governments are pleased to devolve on
the panchayati rg institutions. The state
governmentshavetwo major functionsto
perform, namely, legidlative and execu-
tive, besides of course administration of
justice. The legidative function is
performed in the legidative assemblies
and here the majority rules supreme. The
executive functionsare performed by the
permanent civil service under the direc-
tion of the government of the day but
which nevertheless is expected to
function above the party lines. The cab-
inet provides the link between the legis-
lature and the civil service and has aduel
role to play. When it functions in the
legislature, it seeks legidative approval
to a certain policy and programme. It is
for this reason that it must constitute a
politically homogeneous group and must
command the confidence of the majority
inthelegidlature. Inother words, it should
be chosen from the majority party or a
majority coalition. Inthisrole, thecabinet
avowedly functionsin theinterestsof the
majority party and tries to promote its
policies and programme. In its functions
as the executive at the head of the civil
service, itspurposeisto giveeffect tothe
policy and programmes approved by the
legislature. Inthisfunction, it isexpected
that it will not promotetheinterestsof the
party and that instead it will function on
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non-party lines. In other words, it is
understood that though the policy and the
progranmes may be of the majority
party, their implementation shall not be
affected by party interests.

It is a part of some of these functions
that the state governments have powers
to devolve on the panchayati rg institu-
tionsand we should be clear about which
these functions are. At the outset we
should note that no part if the legislative
functions of the state governments are
devolved on the panchayati rg institu-
tions and that therefore whether they are
elected directly or indirectly, the Zilla
Parishads or the Panchayat Samitis are
not legislative bodies at the local level.
The only functions which are devolved
on the panchayati rg institutions are a
part of the executivefunctionsof thestate
governments. Therefore, though demo-
cratic, the panchayati rgj institutions are
nomorethan executiveorgansof thestate
governments charged with the responsi-
bility of implementing policies and pro-
grammes of the state governments in
certainspecifiedfields. It followsthat the
panchayati raj institutions must not con-
duct their affairs on party lines and that
therefore the content of representative
democracy here has to be different from
the parliamentary democracy operating
at the centre or in the states.
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Something of this principle has been
admitted in the constitution of the Zilla
ParishadsinMaharashtra. | amnot aware,
if it has also been accepted in the con-
stitution of panchayati raj institutions in
any other states. Let me therefore
illustrate my point with reference to the
constitution of Zilla Parishads in Maha-
rashtra, | have already mentioned that in
Maharashtra, the Zilla Parishad in a
district consists of between 40 and 60
councilorschosenby direct electionfrom
single member constituencies. The Zilla
Parishad is presided over by a president
who iselected by the elected councilors.
However, the Zilla Parishad does not
function on the basis of the cabinet sys-
tem; that is to say, the President does not
select his own team or cabinet, as does
the Chief Minister in the state govern-
ment, to run the affairs of the Zilla Pari-
shad. Instead the Zilla Parishad functions
by means of a number of committees,
namely, Standing Committee, Finance
Committee, Workers Committee, Agri-
culture Committee, Co-operatives Com-
mittee, Education Committee and Health
Committee. If we neglect minor details,
each subject committee consistsof seven
councilors elected by the Zilla Parishad
from amongst its councilors and what is
important, the elections to the commit-
tees are held in accordance with the
system of proportional representation by
meansof asingletransfer able vote. This
ensures that on all the committees, all
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parties and groups in the Zilla Parishad
are given representation in proportion to
their strength. The Standing Committee
is presided over by the President of the
Zilla Parishad. The remaining six com-
mittees are presided over by three chair-
men, each chairman presiding over two
committees. As already mentioned, the
three chairmen are not selected, by the
President and hence do not constitute his
cabinet. They are directly elected by the
Parishad from among its councilors.

Let us now see to what extent this
system ensures functioning of the Zilla
Parishads on non-party linesaswedesire
it to be. From this standpoint, | suppose,
it will be agreed that the committee sys-
tem is to be preferred to the cabinet
system, especially if the committees are
elected on the principle of proportional
representation. Therefore, undoubtedly
this is a commendable feature of the
constitution of the Zilla Parishads in
Maharashtra. However, once the princi-
pleisaccepted that the affairsof theZilla
Parishads should be conducted on
non-party lines, it seemsthat theprinciple
of proportional representation could be
extended further and beyond the elec-
tions of the subject committees. Though
the business of the Zilla Parishads is
conducted through the subject commit-
tees the executive and financial powers
of thesecommitteesnaturally vestintheir
chairmen. Consequently the President
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and the three chairmen of the committees
wield the real executive authority of the
Zilla Parishads. In fact they are the four
full-time elected office-bearers of the
Zilla Parishad and they receive suitable
honoraries and other benefits on that
account. It istherefore important that the
chairmen are not selected by the Presi-
dent and that they do not constitute his
cabinet. As aready mentioned, the three
chairmen, like the President himself, are
al elected by the Zilla Parishad. Thisis
good as far as it goes. But it does not
ensure that all parties and groups in the
ZillaParishadsshareitsauthority. Infact,
because the, President and the three
chairmenareelected by theZillaParishad
in separate elections, aimost invariably
al of them belong to the mgjority party
or the coalition. Consequently, the Pres-
ident and the three chairmen constitutein
effect a patty cabinet.

Thisis undesirable. As already men-
tioned, the primary purpose of the pan-
chayati rg ingtitutionsistoimplement the
policy and programmes of the state
government at thelocal level. Withall the
office-bearers belonging to the majority
party, the implementation of the pro-
grammes are unavoidably affected and
influenced by party considerations. This
is contrary to the principles of a heathy
democracy. Secondly, the maority party
getsundue credit for all the development
programmes and activities in the district
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whereby it may entrenchitself at thelocal
levels. This is undesirable for the func-
tioning of a healthy democracy.

It seems to me therefore that it is
necessary to ensure that the authority of
the Zilla Parishads is appropriately
shared by all parties and groups in the
Zilla Parishad. In the context of the
constitution of the Zilla Parishads in
Maharashtra, this may for instance be
achieved by changing the manner in
which the President and the chairmen of
subject committees are elected. As
already mentioned, the committees are
elected on the principle of proportional
representation but the President and the
three chairmen are elected in separate
elections, What is necessary and desir-
able is that the President and the three
chairmen are elected in a single election
on the principle of proportional repre-
sentation. This will ensure that even a
party or a group claiming no more than
one-fourthof thetotal strengthintheZilla
Parishad, will get one of the offices and
that the authority of the Zilla Parishads
will be appropriately shared between all
partiesand groups. Thisisasmuch ascan
be done to place the functioning of a
democratic body, such as the Zilla Pari-
shad, on non-party lines.

It may befelt that if the office-bearers
of the Zilla Parishad are elected on the
principle of proportional representation,
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they will not form a homogeneous team
and hence that the administration of the
Zilla Parishad will be unstable. It seems
to methat thesefearsare based on afalse
analogy between the Zilla Parishads and
the governments at the centre or in the
states. As | have emphasized, Zilla Pari-
shads are not legidative or policy-
makingbodies. Their functionessentially
is to implement the policy and
programmesof the state government. For
this reason, the unanimity and homo-
geneity of the office-bearersis much less
important here than in the governments
at the centre and the states. Moreover,
onceitisunderstood by all concernedthat
the office-bearers of the Zilla Parishads
shall not belong to a single party or a
coalition, the political activitiesin Zilla
Parishads will take a different orienta-
tion. Therewill beno more horse-trading
and changes in the party affiliations in
search of the office. In consequence,
administration in the Zilla Parishads will
bemoreand not lessstable. Further, if the
principles is accepted that the office
bearers of the Zilla Parishads shall not
belongto asingleparty which may bethe
ruling party in the state governments or
may be one in opposition there, the
relations between the Zilla Parishads and
the state governments will be placed on
aheathier footing andthe ZillaParishads
will be able to assert their rightful
autonomy.
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| have illustrated my point with refer-
enceto the constitution of ZillaParishads
in Maharashtra. However, theprinciple |
wish to enunciate is of general applica-
bility and the detail s should be adapted to
the needs of the panchayati rg
institutionsin each state. What is needed
is to ensure that the functioning of the
Zilla Parishads or the Panchayat Samitis
on whom rea authority has been
devolved, should be placed on a demo-
cratic but at the same time non-party
footing.

In most states, real executive authority
has been devolved not on the Zilla Pari-
shad at the district level but on the Pan-
chayat Samiti at alower level. Members
of the Panchayat Samiti are also usually
elected not by direct election but by
indirect election. There is also often not
more than one full-time elected office-
bearer. Let methereforeindicate how the
principle of proportiona representation
may be applied to such cases. | may again
illustrate the point with reference to the
structure of Panchayat Samitisin Maha-
rashtra the members of which are also
el ected by indirect electionand which has
only one full-time elected office-bearer.
In Maharashtra, the Panchayat Samitis
arejoint committeesof the ZillaParishad
and the village panchayats in an area.
Their function is to implement and
execute all programmes of the Zilla
Parishad in that area. On a Panchayat
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Samiti, the Zilla Parishad is represented
by al its councilors elected from the
Panchayat Samiti area. The village pan-
chayats in that area are represented by
villagesarpanchaswhosenumber isfixed
at twice the number of the councilors of
the Zilla Parishad sitting on the Pan-
chayat Samiti. Thusif therearefiveZilla
Parishad councilors sitting on the
Panchayat Samiti, the village panchayats
are represented by ten sarpanchas. This
isthe normal size of a Panchayat Samiti.
The sarpanchas sitting on the Panchayat
Samiti are elected from among al the
sarpanchasinthearea. For the purpose of
this election, the members of al the
village panchayats in the area constitute
the electoral college. The village pan-
chayatsintheareaaredividedinto single
member constituencies and the members
of the village panchayats in each con-
stituency elect one of their sarpanchasto
the Panchayat Samiti. The Panchayat
Samiti is presided over by a chairman
who is elected by the Panchayat Samiti.
There is adso an elected vice-chairman
but he has no real functions and he may
be neglected for the purpose of the
present discussion.

L et usnow examineto what extent and
in what manner the functioning of the
Panchayat Samiti may be placed on a
democratic but nevertheless non-party
lines. The Panchayat Samiti as above
constituted has only one office-bearer
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namely the chairman. We cannot there-
fore improve upon the system by which
the Panchayat Samiti elects him by a
majority vote. It is also not possible and
desirable to have more elected office-
bearers for such a small body as the
Panchayat Samiti charged with the
responsibility of administering pro-
grammesinasmall area. Therefore, what
needs to be examined is the membership
of the Panchayat Samiti and see whether
we could ensure on it appropriate repre-
sentationto all partiesand interest groups
in the area.

As | have mentioned, the Panchayat
Samitis are conceived as joint commit-
tees of the Zilla Parishad and the village
Panchayats. Onthe Panchayat Samiti, the
Zilla Parishad is represented by its
councilors elected from the area. These
councilors are elected by direct election
from single-member constituencies. It is
well-known that in this system of elec-
tions, the majority party usually secures
amore than proportionate representation
in the elected body. However, this is
unavoidablebecausein spiteof thisfault,
the single-member constituencies have
obvious advantages in such a large
operation as a direct election involves,
The village panchayats are represented
by sarpanchas elected by an indirect
election. Their number in the Panchayat
Samiti isdoublethat of the ZillaParishad
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councilors sitting there. Therefore, if we
can improve the system of indirect elec-
tion by the members of the village pan-
chayatsand ensureabetter representation
to al paties and interest-groups
appearing in village panchayats, that
might causeasubstantial improvementin
the character of the Panchayat Samitis.
Withthisinview, | suggest thefollowing
two measures.

My first proposal issimple. At present,
the election to the Panchayat Samiti is
confined to the sarpanchas. This is
unnecessary and undesirable. As aclass,
the sarpanchas represent overwhelm-
ingly a specific class of the rural society
and represent very inadequately the other
classes. Therefore, all members of the
village panchayats who constitute the
Electoral College should be considered
eligible for the election to the Panchayat
Samiti. Thisisasimple proposal but may
neverthel ess change the present compo-
sition of the Panchayat Samitis consid-
erably. However, to causethefull change
that is necessary, a more radical change
in the system of indirect election will
havetobeaccepted. At present thevillage
panchayats in the area are divided into
single-member constituencies and the
members of village panchayats in each
constituency elect one member to the
Panchayat Samiti. This naturally secures
amore than proportionate representation
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to the maority party. This needs to be
corrected, It may be clone by treating all
the village panchayats in the area as a
single multi-member constituency and
requiring their members to elect the
requisite number of members to the
Panchayat Samiti on the principle of
proportional representation. Thus, if the
village panchayats are to send 10 mem-
bers to the Panchayat Samiti, all the
members of the village panchayats as a
single constituency should elect to
members together on the principle of
proportional representation. If this is
accepted, parties and interest groups
having not more than even 10 per cent of
thestrengthinthevillage panchayatswill
be able to send a representative to the
Panchayat Samiti. If this appears
unmanageable, the village panchayats
may be grouped into two multi-member
constituencies each electing say five
members. This should certainly be man-
ageable. | am aware that this system of
election is more complicated than the
system of single-member constituencies.
However, | do not think that this is
impracticable in a system of indirect
election where the electoral college does
not comprise more than a few hundred
voters. If the system is adopted, it will
also take away much of the stigma
attaching to the indirect elections.
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Theburden of my themeisthat inorder
to achieve a democratic decentralization
of the executive authority of the state
government, it will not do to establish at
thelocal levels democratic bodies which
operate on the principle of the rule of the
majority party becausethat will meanthat
the implementation and execution of the
policies and programmes of the state
governments will be allowed to be
influenced and affected by party con-
Siderations. What is necessary is to
establish democratic bodiesbut to ensure
that in their constitution they represent as
far as possible all parties and interest
groups in proportion to their strengths
and that the authority of these bodies is
appropriately shared between them.

L et me summarise the two proposals |
have made. Firstly, | suggest that the
concept of democratic decentralization
should not remain confined to regional
decentralization hut should extend to
include functional decentralization. |
have suggested that if we combine suit-
ably the two concepts of regiona and
functional decentralization, we shall be
able to avoid under concentration of
political power and administrative
authority in single institutions and in
single persons. My second proposa is
that we should introduce in these insti-
tutions the principle of proportional
representation wherever possible so that
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the authority of the panchayati rg insti- (From ‘Democratic Decentralization’ a
tutions will ‘he shared by dl political |ectyredeliveredby Prof. V.M. Dandekar
parties and interest groupsinthat area. I -\ 14| o Institute of Politica

believe that these two proposals will _
achieve the democratic decentralization Science, Ahmedabad on December 3,

more fully and more meaningfully. 1967)



STATISTICAL REFORM OF THE SYSTEM
OF EVALUATING RESULTS OF
MASS-CONDUCTED EXAMINATIONS*

V. M. Dandekar

The author examines the recommendations made by the University Grants
Commission's Committee on Examination Reform as regards the marking of
examination scripts, and particularly the statistical methods employed by the Uni-
versity of Gauhati. He then puts forward a comprehensive proposal for a statistical

reform of the examination system.

The unsatisfactory character of mass- forward a comprehensive proposal for a

conducted examinations is generally
recognized. It is also recognized that so
long as the examinations continue to be

statistical reform of the examination
system.

mass-conducted, any reform of the syss The UGC recommendations

tem will have to be based ultimately on
certain statistical principles. Numerous
proposals has been made from time to
timetowardsthisend. The Committeeon
Examination Reform appointed by the
University Grants Commission has aso
made certain recommendationsalong the
samelines.! Since the publication of the
report of this Committee, a certain
amount of experience has also become
available on the use of these principles,
through their application in the Univer-
sity of Gauhati (Taylor, 1963; Tluanga
arid Taylor, 1964). The purpose of this
paper isto examinetherecommendations
made by the UGC Committee and the
specific statistical principles employed
by the University of Gauhati and to put

The relevant recommendations made
by the UGC Committee are the follow-

ing:

No. 7. The present methods of marking
examination scripts and of combining and
tabulating marks in university examinations
without reference to recognized statistical
procedures are not satisfactory. The proce-
dures will have to be developed to make
marking and combining of marks more
objective.

No. 9. In universities where more than one
mediaof examination exists, the examinersin
the different media (at least head examiners)
should meet and define the standards and
spread of markstobe adoptedintheevaluation
work undertaken by them, in order to avoid
variation in the marking of scripts.

* Reprinted from Indian Educational Review Volume 3, Number 1, January 1968
1. Report on Examination Reform. University Grants Commission. New Delhi, 1962, p. 45.
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There are thusthree distinct issues: (i)
the marking of scriptsin each individual
subject; (ii) ensuring comparability
between the marking of scripts in the
same subject but answered in different
media; and (iii) the combining of marks
secured by a candidate in the different
subjects offered by him so asto obtain a
‘Grand Total’. We should first under-
stand what the problems in each of these
issues are.

There are fundamental questions
regarding theevaluation or grading of the
performance of different candidatesin a
given test. These problems exist even if
thetest is being administered by asingle
examiner and only to a small number of
candidates. Here we shall not concern
ourselveswith these problems. But there
are special problems in this respect in a
mass-conducted examination in which
several hundred or, in fact, severa
thousand candidates are involved. The
problems arise from the fact that the
answer scripts of all the candidates can-
not be examined by one and the same
examiner but that they have to be
distributed over a large number of
examiners. Hence, in marking scripts
submitted by different candidates in the
same subject in a mass-conducted
examination, the problem is one of
ensuring comparability between differ-
ent examiners. Ensuring comparability
between the marking of scripts in the
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same subject, but answered in different
media, isonly aspecia case of the same
problem aid, if a workable solution is
found for (i), the same may be extended
to(ii). The problemsof combining marks
secured by a candidate in different sub-
jects so asto give a Grand Total are of a
different nature. The purpose of the
Grand Total isto serve as a measure of
aggregate performance. The basic prob-
lemhereisoneof determiningtherelative
importance or ‘weight’ to be attached to
performance in different subjects. Once
this is determined or decided upon, the
marks secured in different subjects can
be combined into a single measure of
aggregate performance. Let us now
examine the three sets of problems, one
by one.

Non-compar ability between marking by
different examiners

The basic factors resulting in non-
comparability between marking by dif-
ferent examiners are the subjective
judgments and biases of individua
examiners. There are several ways in
whichsuch subjectiveelementsaffect the
marking of scripts. One is the imperfect
and varying understanding on the part of
examiners of the questions set in the
guestion paper and of what isexpected of
the candidates. Thisfactor issought to be
kept to a minimum by specifying in
elaborate detail the questions set and the
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answers to be expected. This, of course,
helps but it does not work equally well
with all examiners and in all subjects.
Therefore, there arise frequent cases
when an examiner has either uniformly
overrated or underrated the scripts
examined by him. There also occur cases
of quite erratic marking. However, these
may be either because of lack of under-
standing or due to sheer irresponsibility
on the pat of the examiner.
Unfortunately, irresponsiblebehaviouris
not uncommon. Thisalso resultsin gross
marking whereby marking is confined to
only a few typical marks, or in safe
marking whereby all borderline casesare
pushed into the Pass class. The second
important factor which letsthe subjective
biases of the examiner affect hismarking
of scriptsis the conditions and the envi-
ronmentinwhichheworks. Theonly care
being taken in thisrespect at presentisto
give each examiner only a reasonable
load of work and an adequate remuner-
ation. However, by and large, the
examiners examine the scripts at home
where the working conditions are far
fromideal. Thereislittle doubt that if the
examiners are required to examine the
scriptsonly during regular working hours
andinofficially provided working rooms
or halls, a great improvement in the
standard of marking will take place.
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There is yet another way in which the
subjective judgment of the examiner
affects the marking of particular scripts.
It arises out the average quality of the
bunch of scripts which an examiner is
requiredto examine. Itiswell recognized
that in gpite of the clearest instructions
and understanding about the answers to
be expected, the expectations of the
examiner are affected and influenced by
thequality of the scripts heisexamining,
If the average quality of the bunch of
scripts is good, a sub-average candidate
is often judged too harshly. On the other
hand, if the average quality of the bunch
of scripts is not so good, an above-
average candidateisjudged too liberaly.
In fact, it is not difficult to demonstrate
that the same script, placed in different
bunches of a different average quality,
may be judged differently even if
examined by the same examiner. The
only means to correct this situation is to
ensure that the bunches of scripts being
allocated to different examinersare more
or less of equal average quality.

The need to allocate bunches of equal
average quality to different examiners

There is another and probably more
fundamental reason why the bunches of
scripts alocated to different examiners
should be of equal average quality.
Supposethat the bunchesof scriptsgiven
to different examiners are not of equal
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averagequality or that itisnot known that
they are of equal average quality. In the
circumstances, we cannot reasonably
expect that the marking of these bunches
by different examiners should be nearly
equal. Even if there are pronounced dif-
ferences between the marking of the
different bunches, we cannot be certain
that they do not reflect real quality dif-
ferencesbetweenthebunches. Therefore,
we dare not adjust the marks given by an
examiner even if we suspect that they are
affected by the strong personal biases of
the examiner. All that we may do is to
require a moderator to re-examine afew
scripts, probably some borderline cases,
and revise the marks given by the
examiner if itisfound necessary-but only
in those few cases actually re-examined.
However, even if a whole bunch seems
to have been overmarked, or under-
marked, or erratically marked, or uni-
formly marked, or grossly marked, or
safely marked, there is nothing that we
can do except to ask the moderator to
examine the whole lot. Except for re-
examination and reassessment by the
moderator, the marks given by the
examiner are thus sacrosanct and cannot
be touched. Because of the large number
of scripts to be examined and assessed
and the extremely short time within
which the final results have to be pre-
pared, the scope for re-examination and
reassessment by the moderator isindeed
small, andinpractice, for alargemajority
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of the scripts submitted, the marks given
by the examiner stay untouched. Thus, so
long as the bunches of scripts allocated
to different examiners are not known to
be nearly equal in their average quality,
there is no way of comparing the beha
viour of different examiners and cor-
recting the one who is found to behave
rather peculiarly. In order to beableto do
this, the bunches of scripts allocated to
different examiners must be of equal
average quality.

The principle of randomization

We must therefore look for a method
of allocating bunches of scripts to dif-
ferent examiners so that their average
quality would be more or less equal.
Thereisof course noway of knowing the
quality of a script until it is examined.
Nevertheless, the allocation of scriptsto
different examiners must be done before
the scripts are examined, and this has to
be done in such a way that the average
quality of the bunches given to different
examiners is approximately the same.
Thereisonly oneway of doing this, and,
surprisingly, it is the process of random
alocation. Itisabasicstatistical principle
and it can be easily demonstrated that if
the scripts to be given to different
examiners are allocated on the basis of
random selection by means of a process
equivalent to thedrawing of lots, thenthe
lots given to different examiners will be
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approximately of the same average
quality. The lots, when they are so alo-
cated, will not of course be of exactly the
same quality. There will naturally be
some differences between them. How-
ever, the differences between such lots
are governed by three important
statistical properties:
1. Firstly, the differences between
the lots are smaller, the larger the
lots. For instance, lotsof 400 scripts
each will be more nearly equa in
their average quality than lots of,
say, 100 scripts each.

2. Secondly, and this is even more
important, giventhesize of thelots,
the range of likely differences
between them can be judged, in
advance. For instance, with |ots of,
say, between 250 and 300 scripts
each, it can bedemonstrated that the
mean or the median marks of dif-
ferent lots should all lie within a
narrow range of two or three marks.

3. Thirdly, the randomized lots are
more or less alike not only in their
average quality as judged by the
mean or the median marks, but also
in their internal variation or the
spread of marks over different
scripts in each lot. Further, what-
ever differences may legitimately
exist in such respects can also be
judged in advance.
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Consequently, once lots of scripts are
alocated to different examiners on the
principle of randomization, any lot
howing a very different level or pattern
of marking may be suspected to have
been affected by rather pronounced
subj ectivefactorsof theexpect and hence
calling for revision. In other words, once
thedifferent examinersaregiven random
lots of scripts, it will be reasonable to
expect acommon pattern of marking and,
if the different lots show unreasonably
different patterns of marking, it will be
justifiable to reduce them to a common
pattern. Subsequent procedures are con-
cerned with how to reduce the markings
by different examiners to a common
pattern.

Procedures adopted by Gauhati Uni-
versity

Theseveral problemsthat ariseare best
illustrated by reference to the procedures
adopted by Gauhati University. In a
report on this subject by Dr. H. J. Taylor,
Vice-Chancellor of the University,
(Taylor, 1963) thefollowing isobserved:

| deally markes should be scaled so that all sets

of marks have; (a) the same mean or median,
and (b) the same standard deviation, Of these

(b) presentsthe more difficult problem, which

needs further studo before a solution can be

supplied with confidence. In the present work
only median scaling has been carried out, but
this ensures that at -least the maor errors
arising from the variation of standards are
removed. (Taylor, 1963.)
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The median scaling, as adopted by
Gauhati University, consists of the fol-
lowing:

i) For the scripts examined by each
examiner, themedianmarkisfound
out. The median mark is the mark
above and below which half the
candidateslie.

i) Theaverage of the median marks of
different examinersisthen worked
out, and treating thisasthe normin
those cases where the median mark
of an examiner differs from the
norm beyond a certain range, the
marksin thewholelot examined by
that examiner areadjusted, that isto
say raised or lowered until the
median comesto value choseasthe
norm. There are certain complica-
tions at both the extremes, so that
candidates 0 are not given marks
either below zero or above 100, but
that isamatter of detail which need
not concern us here.

Appreciating fully that Gauhati Uni-
versity has only recently made a begin-
ninginthisnew direction trusting that the
procedures employed will be improven
asmore experience is gathered, we offer
afew comments with the sole purpose of
ralsing certain  importment  issues
involved. Inthefirstinstance, thereisthe
fact that in the procedure at present
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adopted marks are adjusted for the dif-
ferences in the median marks only and
not in the spread of marks. Thereason is
that the latter adjustment is the more
difficult of thetwo to carry out. We shall
later examine the question as to how
difficult it isto adjust for the differences
in the spread of marks. Our immediate
concern isto emphasize the implications
of adjusting for the median marks only
and not for the spread at the same time.
Adjusting for the median marks only
presumes that the nature and the magni-
tudeof thesubjectivebiasof theexaminer
are the same at the median level as also
atthehighandthelow levels. Thus, if the
median marks given by an examiner are
abovethenormby 5 marksitispresumed
that the examiner has overmarked all
scriptsuniformly by just 5 marks. For all
we know, this may not be true. It is not
only the magnitude of the bias that is
likely to be different at the two ends of
the scale, but sometimes also its direc-
tion. It is quite conceivable, for instance,
that an examiner is considerate at the
lower end but more exacting at the higher
end or that he may be more hard at the
lower end and generous at the higher end.
Hence, amere adjustment for the median
mark by means of a straight raising or
lowering of al marks might merely
exaggerate his biases at either of the end
rather than correcting them. The Gauhati
report in fact points out aphenomenon of
this nature, which it terms the * J-effect’,
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namely, the large clustering at the Pass
mark of 35. It will be clearly disastrous
to lower these marks along with the
median mark. On the other hand, if they
are raised aong with the median, we
could begiving afew additional marksto
agroup of candidates who have already
received grace marks at the hands of the
examiner. In the procedure adopted by
Gauhati University, these borderline
casesarepresumably left untouched. The
case however illustrates the defects of
adjusting for the median without at the
same time adjusting for the spread.

The second important aspect of the
procedureadopted by Gauhati University
is the choice of the norm to which the
median marks are adjusted. As already
pointed out, the average of the median
marksgiven by thedifferent examinersis
taken as the norm. This means that the
actua median marking by the severa
examinersin ayear isitself taken asthe
norm for adjusting the median marking
of different examiners. It followsthat the
norm to be adopted for adjustment of
marks may fluctuate from year to year.
Therefore, it is necessary to ask the
guestion as to what extent such year-to-
year fluctuations in the performance of
candidates, as judged by the examiners,
arejustified. Theannual fluctuationsmay
be due to two sets of circumstances. In
thefirstinstance, thegroupsof candidates
appearing indifferent yearsmay differin
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their quality, in the standards of teaching
they were subjected to, and generally in
the level of their preparation for the
examination. This is not impossible.
However, considering the we are con-
cerned with groups of several thousand
candidates, taught in severa hundred
schoolsby severa hundred teachers, itis
almost certain that in their quality, in the
standards of teaching they are subjected
to, and generally in their preparation for
the examination, these groups cannot
show widefluctuationsfromyear to year.
Changes in these matters are bound to
take place but such changeswill be slow,
gradual and evident only over aperiod of
time. Fromoneyear to thenext thegroups
of candidateswill remain almost stablein
their preparation for the examination.
Consequently, the year-to-year fluctua-
tions can amost certainly be due to only
the second set of circumstances, namely,
the standard of the question paper set, the
standard of marking adopted and a host
of other circumstances incidental to the
conduct of the examination. Such fluc-
tuation are probably unavoidable. How-
ever, it is necessary for that reason to
protect the candidates from their effects.
It is clearly necessary therefore to adopt
normsfor each subject, suchthat they will
not vary from year to year, a the same
time keeping open the possibility of
review ing them periodically and adjus-
ting them in the light of the changes
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taking place in the quality of the
candidates and their preparation for the
examination.

Adjusting the marking by different
examiners to a common pattern

As has already been said, the purpose
of these critical remarks on the proce-
dures adopted by the Gauhati University
isto raise and illustrate certain relevant
issues. It isnow proposed to put forward
aprocedurefor adjusting themarksgiven
by different examinersin asubject which
we trust is free from these shortcomings
and which we hope will also be simpler
to operate.

Thebasisof thisproposal isexactly the
same as that which the Gauhati report
mentions to be the ideal procedure; it
says. "ideally, marks should be scaled so
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that all sets of marks have (a) the same
mean or median, and (b) the same stan-
dard deviation". The mean or the median
are particular measures of the 0 average
level and the standard deviation is a
particul ar measureof the spread of marks.
Therefore, if two sets of marks are so
adjusted that they have the same mean or
median and aso the same standard
deviation, wemay expect that thetwo sets
of marks would have the same average
level and the same pattern of distribution
of marks. However, this is not entirely
true. Two sets of marks having the same
mean or median and also the same stan-
dard deviation may differ in severa
important respects. For instance, the
following results are based on the anal-
ysis of marks obtained by a sample of
1000 candidates appearing for the March
1959 examination of the Maharashtra
S.S.C. Board.

Subject Mean Standard Percentage
marks deviation of passes
Language (Higher level) 41.50 11.09 84.17
Language (Lower level) 39.03 11.65 76.01

Thustwo setsof marks, very nearly equal
in the mean and aso in the standard
deviation, differ greatly, by asmuch as 8
per cent, in the percentage of passes.
Several suchexamplesmay begiven. The
reason why two sets of marks with the
same mean and standard deviation do not
agree in severa important respects is

simple. As pointed out above, the mean
and the standard deviation are particular
measures of the average level and of the
spread of marks. These measures would
have special significance only if the dis-
tribution of marks, as given by the
examiners, were perfectly ‘normal’. The
term ‘normal’ here does not mean more
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than a particular form of statistical dis-
tribution. If the distribution of marks
were perfectly ‘normal’ in this sense, it
could be shown that two sets of marks
having the same mean and the same
standard deviation would agree in all
other respects. In point of fact, sets of
marks are known to be distributed not
quite normally. It is for this reason that
two sets of marks having the same mean
and the standard deviation may differ in
quite important respects. Therefore,
adjusting marks for mean and standard
deviation is not entirely satisfactory in
that even after such adjustment, two sets
of marks may still differ in quite impor-
tant respects. More over, as the Gauhati
report points out, adjustment for mean or
median is relatively simple but that for
standard deviation is fairly complicated.
In fact, for that reason the procedures
adopted by the Gauhati University permit
adjustment only for the median. Thisis
al the more unsatisfactory. In the first
instance, a flat adjustment for median
might introduce seriouserrors. Secondly,
two sets of marks adjusted only for the
medianmay, andinfactalmostinvariably
do, differ in several mgjor respects. Thus,
itwill appear that adjustment of marksfor
median and standard deviation is neither
simpleto carry out nor doesit adequately
satisfy its purpose, namely, to bring the
different sets of marks to a common
pattern of marking. In what follows, it
will be argued that if the purpose of
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adjusting marksisto reduce the different
sets of marks to a common pattern of
marking, then this can be effected more
directly and smply without reference to
either the mean or the median and the
standard deviation.

Pattern of distribution of marks

As mentioned above, the mean or the
median are particular measures of the
average level of marks obtained by a set
of candidates and the standard deviation
isameasureof thespread of markswithin
theset. Thesemeasuresare oftenreferred
to as the measures of ‘central tendency’
and of ‘dispersion’ of a distribution.
When, the distribution of marksis ‘nor-
mal’, which is a particular form of sta-
tistical distribution, the arithmetical
mean and the standard deviation as
measures of ‘central tendency’ and ‘dis-
persion’ are of particular significance
because two ‘normal’ distributions,
agreeing in their mean and standard
deviation, agree in all other respects.
When the distribution of marks if not
‘normal’, these measures are of no par-
ticular significance and they offer only
inadequate description of the pattern of
distribution. Two ‘non-normal’ distrib-
utions agreeing in their mean and stan-
dard deviation may differ in many
important respects.
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Thedistributions of marksas given by
examiners are usually not normal, and
often they are far from being normal.
Under these conditions, it may be
advisable to adopt certain measures
which are more direct descriptions of the
pattern of distribution. The ssimplest and
themost direct description of apattern of
distribution is to indicate the number or
the proportion of candidates who have
secured marks between certain ranges.
For instance, we may indicate the pro-
portion of candidates who have secured
60 or more marks; between 45 and 59
marks; between 35 and 44 marks;
between 25and 34 marks; and 24 or fewer
marks. These ranges of marks are the
same as those which are usually valued
as first class, second class, pass, con-
donable failure and non-condonable
failure. Let us for convenience denote
them by A, B, C, D and B classes. Two
sets of marks which agree in respect of
the proportion of candidates falling in
each of these classeswill have patterns of
distribution which are similar for all
practical purposes. If a closer agreement
is desired, we may split up some of the
five classes mentioned above and obtain,
say, seven or even nine classes. Two sets
of marks agreeing in respect of the pro-
portion of candidates falling in each of
seven classeswill evidently agreeintheir
pattern of distribution even moreclosely,
and if they agree in respect of nine such
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classes, theagreement will beall themore
close. It seemsthat specifyingfiveclasses
will be found to be quite satisfactory;
specifying seven classeswill be found to
be quite adequate; and specifying nine
classes will provide an almost complete
description of the pattern of distribution.
In the following, for purposes of illus-
tration, we shall adopt a specification of
nine classes as under:

Range of marks Class
90 and above A
75-89 A
60-74 A;
45-59 B
35-44 C
25-34 D
15-24 E,
5-14 E,
4orless E;

If we specify the proportion of candidates
which should all in these classes, we
would have specified the pattern of dis-
tribution of marks almost completely.

The problem of norms

Let us recapitulate for a moment the
position we have reached. It is this. If
different examiners in a subject are
alotted random lots of answer scripts,
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then, provided the examiners are free
from subjective biases, we should expect
the set of marks given by each examiner
to follow the same pattern, which means
that the proportion of candidates given
marks falling between various ranges of
marks such as those indicated in the
system of five, seven or nine classes
mentioned above, should be the samefor
each examiner. If different examinersdo
not show the same pattern of marking, we
should suspect the markings as being
affected by the individual biases of the
examiners, and hence we should proceed
to adjust the marks given by an examiner
whosemarking departsfromthecommon
pattern, so as to bring it in line with the
common pattern. The question naturally
arises. what is the common pattern to
which the marking by each examiner
should conform or else be adjusted? In
the following, two aternative solutions
are put forward.

In thefirst instance, we may adopt the
pattern of marking indicated by all the
examinersif their markings were pooled
together. Thus, after all the examiners
have marked their lots of answer scripts,
weshould obtain acombined distribution
of marks. Let us suppose, the proportion
of candidatesin the variousclassesinthe
combined distribution to be as follows:
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Range of marks Per cent of
candidates
90 and above 1
75-89 4
60-74 10
45-59 15
35-44 20
25-34 20
15-24 15
5-14 10
4orless 5
100

Thisis, of course, the pattern of marking
in the combined distribution. The pattern
of marking of each examiner within the
set of scripts examined by him will of
course differ from the ‘common’ pattern
by varying degrees. As the first alterna-
tive, we suggest that the marks given by
each examiner should be adjusted so as
to bring the pattern of his marking in
conformity with the ‘common’ pattern.
This is adequate for the immediate pur-
pose in hand though it has two short-
comings which we should note. In the
first place, as we have earlier noted, it
implies that the common pattern may
vary from year to year-which variation
may be wholly unjustifiable. Secondly,
this procedure means that the process of
adjusting marks given by individual
examiners cannot begin until the lists of
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marks are received from al the examin-
ers, pooled together and norms estab-
lished. In practice, this may cause
operational delays. However, subject to
these two shortcomings, the procedure
meetsthe main purpose, namely, to bring
the level and pattern of marking of dif-
ferent examinerstoacommonnorm. This
procedure has aso the advantage that it
does not require any externaly estab-
lished norms. The marks given by dif-
ferent examiners are brought in
conformity with their own combined
average.

As mentioned above, the procedure
implies that the norms for a subject may
fluctuate from year to year. We have
earlier argued that such year-to-year
fluctuations in the norms may be wholly
unjustifiable. If this view is accepted, it
will necessitateestablishing normswhich
will not change from year to year but
which may be revised in the light of any
long-term changes taking place in the
quality of students, or in the quality of
their preparation for the examination.
The smplest method to do this is to
establish the norms on the basis of recent
past experience. With this purpose in
view, we should examine the actual
marks given by all the examinersin the
last two or three years, work out what
proportionsof studentsweregiven marks
falling between the various ranges such
as 90 and above, between 75 and 89, etc.
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These proportions would then establish
the norms which might remain
unchanged for the next two, three or five
years, or which may be changed as and
when evidence of any long-term changes
taking place becomes available.

It should be clear that, whether we
accept the average level and pattern of
marking of all the examiners in the cur-
rent year as the norm for adjustment or
the average level and pattern of marking
of al the examiners during the past two
or threeyearsasthe norm for adjustment,
the subsequent procedures would be
exactly the same. The distinction
between the two methods of establishing
norms is minor but nevertheless impor-
tant. The distinction mainly lies in that
whilethefirst method impliesthat norms
may fluctuate from year to year, the
second implies that they should not,
unless positive evidence becomes avail-
able for long-term changes taking place.
Thedistinction isamatter of operational
convenience. The first method requires
the mark lists from all the examiners to
come in before norms can be established
and the process of adjustment begun. In
the second case, the norms are already
established and hencethe marks given by
each examiner can be immediately
compared with the norms and adjusted if
found necessary. Subsequent procedures
of adjustment are, however, exactly the
same in the two cases.
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Proceduresfor adjusting marks given by
an examiner

Let us now turn to the procedures for
adj usting the marksgiven by an examiner
if they are found to deviate from the
norms (whether established on the basis
of the current year’s performance or the
past few years performance). To begin
with, we must emphasize that the norms
that we are now talking about are not just
mean or median, or even mean or median
with standard deviation. The norms
consist of the entire statistical distribu-
tion of marks specified by proportions of
students falling in various ranges of
marks. As we mentioned earlier, speci-
fying the distribution by means of five
class ranges would be satisfactory;
specifying by means of seven class
intervals would be quite adequate; and
specification by means of nine class
intervals would be amost complete. As
an illustration, let us suppose that the
norms are specified in terms of propor-
tions of students falling in nine classes.
To make the example correct, let us
suppose that the norms correspond to the
distribution given on page 10. For the
purpose of the subsequent discussion, it
makes no difference whether the norms
are established the basis of the current
year’ sperformanceor the past few years
performance.
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Referring to the distribution as given
on page 10 and noting that the norms
require 1 per cent of all studentsto secure
90 or more marks, 4 per cent to secure
between 75 and 89 marks, and so on, the
obvious thing to do would be to rank all
the students in the descending order of
the marks given to them by an examiner
and then suppose that the top 1 per cent
have, in fact, earned 90 or more marks
that the next 4 per cent have, in fact,
earned between 75 and 89 marks, and so
on. Thus the process of adjustment
involves the following:

1. Ranking all scripts examined by a
single examiner, in the descending
order of the marks;

2. Supposing that the top 1 per cent,
for instance, have in fact earned 90
or more marks; that the next 4 per
cent, for instance, have in fact
earned between 75 and 89 marks;
and so on.

It is thus that we could bring the dis-
tribution of marksgiven by the examiner
in  complete agreement with the
distribution comprisingthenorms. Let us
now ask the next question. What do we
do to the marks given on each script? Do
we change them in accordance with what
we would want them to be? It seems that
this will have to be done. If thisisto be
done, the procedure may be as follows.
Suppose that the top 1 per cent should
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have 90 or more marks, but that, in fact,
the last of these is given only, say, 86
marks. We may then raise the marks of
thetop 1 per cent of thescriptsby 4 marks,
subject totheconditionthat no oneshould
have more than 100 marks. In the same
manner, if weneed that thenext 4 per cent
should have between 75 and 89 marksbut
find that the last of these scriptsis given
72 marks; then we may raise the marks
on all these scripts by 3 marks, subject to
the condition that none in that group
should get 90 or more marks. We may
proceed thus, class by class, throughout
thedistribution. Evidently, in some cases
we may have to reduce the marks given
on certain scripts in order to bring them
within specified limits. Clear and unam-
biguous rules may have to be framed for
the purpose but there should be no
difficulty, in principle, to doing this. Itis
obvious, nevertheless, that the procedure
would be cumbersome and, operation-
aly, too complicated. In what follows,
proposals are put forward, which will
obviate all the difficulties accompanying
any changes to be made in the marks
given by an examiner.

Let usfor amoment return to the first
stage of the adjustment process. As has
been mentioned earlier, it requires the
ranking of the scripts examined by a
single examiner in the descending order
of the marks given to them. Having done
this, we have to identify the first 1 per

STATISTICAL REFORM OF THE SYSTEM OF EVALUATING RESULTS..

623

cent, the next 4 per cent, and so on, of the
scripts which the specification of norms
requires should fall within certain class
ranges. This is what we have called the
first stage in the process of adjustment.
Thesecond stage consistsof changingthe
marks given by the examiner. It is pro-
posed that at this stage, instead of
changing the marks given by the
examiner, the numerical marks should be
converted into letter grades. Concretely,
intermsof our illustration, it is proposed
that having identified the top 1 per cent
scripts, instead of changing the markson
them so as to bring them within the
specified range of 90 to 100, we should
merely place the grade A, on these
scripts. In the same manner, having
identified the next 4 per cent scripts,
instead of changing themarkson them so
as to bring them within the specified
range of 75 to 89 marks, we should place
the letter grade A, on these scripts. In
brief, taking the distribution given on
page 10 as specifying the norms and
taking the letter grade nomenclature
suggested on page 9, both of which are
purely illustrative, the proposal anounts
to the follows: After ranking all the
scriptsexamined by eachexaminer, inthe
descending order of the marks given to
them, the top 1 per cent should be given
the letter grade A,; the next 4 per cent
should begiven grade A,; the next 10 per
cent, grade A ;; the next 15 per cent, grade
B; the next 20 per cent, grade C; the next
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20 per cent, grade 13; thenext 15 per cent,
grade B; the next 10 per cent, grade E,;
and, finally, thelast 5 per cent should be
given the grade E;; To avoid any mis-
understanding, it is repeated that the
grade nomenclature and the proportions
attached to the various grades in the
above example are purely illustrative.

Implications of the proposals

Let us now examine the implications
of these proposals. The first and the
foremost implication is the limited
importance and meaning attached to the
actual marks given by an examiner. We
accept that ascript whichisgivenahigher
mark than another isbetter thantheother.
In other words, we accept the rank order
indicated by the marks given by the
examiner. Thisis asit should be; for, it
must be understood, nothing short of
re-examination of the scriptscan alter the
rank order indicated by an examiner. So
we accept his rank-ordering. But we
accept no more. We do not accept the
absol ute distances his marking indicates
as between different scripts. In other
words, we do not attach any absolute
importanceto the numerical marksgiven
by the examiner. For the samereason, we
do not care to change the marks given by
him. We accept his rank-ordering of the
scripts and we accord, say the first 1 per
cent, grade A ;; the next 4 per cent, grade
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A,, etc. This implies that a certain pro-
portion of scripts from the lot examined
by each examiner will be accorded a
certaingradesuchasA,, A,, A;, B, C, D,
E,, E, or E;. Thejustification for thisis
the fact that each examiner is given a
random lot of scriptsto examine.

The converting of numerical marks
given by different examiners into letter
grades constitutes a major step forward
in reforming the present examination
systemin India. Operationally speaking,
itisimmensely more simpleascompared
to any system of changing marks given
by an examiner. Combined with the
principle of allocating to each examiner
a random lot of scripts to examine, it
achieves comparability between evalu-
ations by different examiners without
doingexplicit violencetothemarksgiven
by them. At the same time, it rids the
examination system of the absolute
omniscience of the parks given by an
examiner. It should beunderstood that we
cannot get rid of the numerical marking
by the examiners altogether. For
instance, it will not do if we ask the
individual examiners to assign grades
rather than numerical marks. Inthat case,
therewill be no guaranteethat the grades
assigned by different examiners are
comparable. It is a necessary step in the
above procedure that each examiner
assigns numerical marks. It is only by
rank-ordering the scripts on the basis of
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the marksassigned by each examiner that
gradesmay beassigned whichwill ensure
comparability of evaluation as between
different examiners. Thus, though we
finally get rid of the numerica marks
assigned by the examiners, it isimportant
to realize that the numerical marks per-
form an essential function, namely, that
of rank-ordering the scripts examined by
each examiner.

The problem of combining grades in
different subjects

Once numerical marks are converted
into grades, there arises the problem of
combining the grades obtained in dif-
ferent subjects. Numerical marksin dif-
ferent subjects can be added together but
the letter grades cannot be so added.
However there arewell-known statistical
procedures for converting letter grades
into numerical scores, normalized or
otherwise, and after such scores have
been added together, for reconverting the
total scoreintoanover-all grade. Any one
of these procedures may be adopted. Of
course, the conversion of grades into
scores has to be done for purposes of
arriving at an over-all grade. Scores
imply a system of weightsto be attached
to different grades before they are
combined to giveasingle over-al grade.
Scores have no further use and they need
not appear explicitly on any statement of
the examination result to be given to a
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candidate. Thus the final result of acan-
didate will not consist of a statement of
marks as at present. It will consists only
of the grades secured by him in different
subjects and a combined over-all grade.

Whilecombiningthegradessecuredin
different subjects, yet another problem
arises, namely, therelativeimportanceto
be attached to different subjects. Is
English as important as, say, mathemat-
icsor aregional language or geography?
It is to be clearly understood that these
guestions must be answered on peda-
gogic and not statistical considerations.
Once a number of subjects are regarded
as of equal importance, the simplest
method to accord equal importance to
them isto assign to them equal marksin
the grand total. Thus, if each of seven
subjectsisaccorded 100 marksinagrand
total of 700, it means that they are all
considered as being of equal importance.
On the other hand, if it is intended to
attach greater importance to any subject,
the simplest method is to raise its marks
in the grand total. For instance, if it is
intended to attach double importance to
English, it should be assigned 200 marks
while the other six subjects would have
100 marks each in a grand total of 800
marks. It followslogically that if English
is to be given double importance, the
examination in English should be of
double load or duration and in fact the
curriculum in English should aso be
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double in comparison to that in other
subjects. In other words, and using
common parlance, there should be two
papersinEnglish. Thisseemsreasonable.
However, from the standpoint of our
present discussion, thisis not necessary.
It will be perfectly legitimate to keep the
curriculum and examination load in any
subject such as English the same as in
other subjects and nevertheless give it
double importance by assigning 200
marks to it in agrand total in which the
other subjects are assigned only 100
markseach. Themoreimportant point for
the purpose of the present discussion is
that therelativeimportanceto beattached
to different subjects that a candidate
offers is a matter which must be settled
entirely by pedagogic considerations,
and that, oncethisis settled, no problems
arise while combining the marks in the
different subjects. Inthe event, themarks
in each subject are converted into letter
grades as we have proposed above; and
while combining the grade scores in
different subjects, the intended weights
must be attached. There are no further
problems in combining marks or grades
in different subjects.

Certain problemsin the establishment of
norms

This completes the discussion of the
issues raised by the recommendations
made by the UGC. Before concluding, a
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few extensions of these issues may be
briefly indicated. The centra issue, as
will be realized, is how to ensure com-
parability between the evaluations by
different examiners of answer scriptsin
asubject. Thisrequiresthe establishment
of norms. Our procedure requiresthat the
norms should comprise specification of
certain grades in descending order of
merit and specification of certain pro-
portions, of candidates which should be
accorded these grades. Earlier, we have
raised the question as to the basis on
which such norms may be established.
One method is to base the norms on the
average judgment of all the examinersin
the current year. This method has the
operational inconveniencethat thenorms
arenot established until all theexaminers
return their scripts and a certain amount
of tabulation of the total resultsis done.
A moreseriousobjectiontotheprocedure
isthat it may result in the norms fluctu-
ating from year, to year, and these fluc-
tuationsmay beentirely unjustifiable. As
an alternative, the norms may therefore
be established on the basis of the past
threeor fiveyears averageevaluation by
the examiners. This may keep the norms
more steady and, at the sametime, permit
a gradual change in them from year to
year. The choice between the one or the
other method will depend upon what
view we take regarding the year-to-year
fluctuationsin the results.
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There is another analogous problem.
Should the norms be the same for dif-
ferent subjects or may they be different?
If we base our norms on the average
evaluation by the examiners in each
subject, whether in the current year or in
the past three or five years, it is obvious
that the norms will be very different in
different subjects, in the sense that the
proportions of students who will be
accorded certain grades will be different
in the different subjects. The wide range
of variation in the standard of evaluating
scriptsinthedifferent subjects, asit exists
today, will be evident from the following
percentages of passes in different sub-
jects at the March 1965 S.S.C. Exami-
nation in Western Maharashtra.
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were not. However, even supposing this
to be so, why the difference between the
passpercentagesin Marathi and Gujarati,
or in Hindi and English, which though
smaller is by no means inconsiderable.
The differences in the pass percentages
are equally striking if we consider the
languages at the higher level in which
case presumably they are all mother
tongues of the students concerned. The
pass percentage in the languages at the
higher level were asfollows

Subject Percentage of passes
English (Higher level) 75.87
Marathi (Higher level) 75.93
Hindi (Higher level) 81.17
Kannad (Higher level) 90.84
Gujarati (Higher level) 92.56
Urdu (Higher level) 93.01
Sindhi (Higher level) 96.86

Subject Percentage of passes
Marathi (Lower level) 89.10
Gujarati (Lower level) 93.83
Hindi (Lower level) 57.21
English (Lower level) 43.58

Thus the pass percentages vary from
43.58 per centin Englishto93.83 per cent
in Gujarati. Languages are usualy
offered at the lower level when they are
not the mother tongue. Therefore,
Marathi and Gujarati in the above were
presumably as foreign to the students
offering them aswere Hindi and English.
Why then thislarge variation in the level
of passes? It may be suggested that
possibly Marathi and Gujarati were
mother tongues and Hindi and English

The above requires little comment. The
same is true in respect of classical and
modern European languages which are
again available as equivalent options.
The pass percentages in these were as
follows:

Subject Percentage of passes
Sanskrit 60.38
Ardhamagadhi 56.97
Persian 82.12
French 87.98

Such variations in the pass percentages
arenot, of course, confined to languages.
They are equally evident in the social
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sciences, physical science and mathe-
matics. The following are the pass per-
centagesin social science subjects:

Subject Percentage of passes
Socia studies 78.24
History 81.89
Geography 65.73
Indian administration and 72.82
civics

The difference between the pass per-
centages in history and geography is
noteworthy. The following are the pass
percentages in natural science subjects:

Subject Percentage of passes
General science 70.93
Physics and chemistry 61.54
Physiology and hygiene 81.71

One wonders why it should be so much
easier to passin physiology and hygiene
thanin physicsand chemistry. Or, finally,
consider the mathematics subjects:

Subject Percentage of passes

Elementary mathematics 58.21
Algebra and geometry 81.90
Arithmetic 45.78

Here again, the difference between the
passpercentagesin algebraand geometry
and in arithmetic in striking.

It seems that, in general, it will be
extremely difficult to justify the differ-
encesinthepass percentagesasthey exist
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today. However, this raises severa
guestions which are beyond the scope of
thepresent discussion. For our immediate
purpose, what isrelevant isthefollowing
If on any pedagogic considerations, the
existing differences between the pass
percentages in different subjects are
thought tobejustifiable, it isobviousthat
the normson the basis of which different
grades may be accorded in the different
subjectswill have to be different. In that
case, nofurther problemarises. However,
if it is felt that such large differences
between the pass percentages are not
justifiable, it is obvious that something
will have to be done to narrow down the
existing differences. One method to
achieve this is to reduce the curricular
burdeninthose subjectsinwhichthepass
percentages are low and/or to increase it
in those subjects in which the pass per-
centages are high. Simultaneousdly,
instructions may have to be given to the
examiners and moderators to liberalize
marking in those subjects where the pass
percentages are low, and/or to tighten it
in those subjects in which pass percent-
ages are high. By such means, it may be
possible gradually to reduce the existing
disparities in the pass percentages in
different subjects, though theprocesswill
by no means be simple and smooth. We
should aso remember that once a
movement is started in this direction it
will be hard to resist the logical conclu-
sionthat passpercentagesshould be more
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or lessthe samein all subjects. Oncethis
is achieved, it will, amount to adopting
uniform norms for accrediting grades in
al subjects.

However, if theultimateintentionisto
establish uniform norms for adjudging
performance in al subjects, as we shall
presently see, it is quite unnecessary to
do this in the manner suggested above,
namely, by: (i) adjusting curricular loads
in different subjects, and (ii) instructing
examiners and moderatorsto aim at cer-
tain pass percentages. In the present
instance, let us be clear that the question
of thecurricular load in each subject must
be decided entirely on pedagogic con-
Siderations add not to suit particular
marking habits evolved by the
examination system. If, therefore, we
leave this question out, and if we desire
that in each subject, a certain proportion
of students should pass, there are two
choicesopen to us. Oneisthat suggested
above, namely, to instruct the examiners
and moderators to aim at the specified
pass percentageandto liberalize marking
if the pass percentagein the subject istoo
low and to tighten the marking if the
percentage is too high. The other ater-
nativeisto vary thepassing mark in order
that a given percentage of students
acquirethepassing mark; that is, tolower
the passing mark if the pass percentageis
too low, and to raise the passing mark if
the percentage is too high. This is
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obviously thesmpler thing todo. But we
would not do it because of the sanctity
which the particular pass mark, namely
35, has acquired in our examination
system.

As has earlier been mentioned, the
absol uteomni scienceat present attaching
to the marks given by an examiner to a
script isthemain hurdle in the reforming
of our examination system. Thenotionis
S0 deep seated in our thinking that it will
require resolute steps to rid our exami-
nation system of the same. Let us there-
fore be quite clear on this point. In the
first place, let us repeat, the assigning of
numerical marks to a script by the
examiner is a necessary step in the pro-
cessand thereforeit is not suggested that
the system of assigning numerical marks
should be abolished. All the elaborate
instructions that are at present prepared
for the guidance of theexaminersin their
evaluation work are also necessary. In
fact,inany mass-conducted examination,
these are absolutely essentia in order to
achieve the maximum possible objec-
tivity in the evaluation procedures.
However, having said this, we must be
clear regarding the meaning and impor-
tance to be attached to the numerical
marksgiven by theexaminer. Aswehave
earlier mentioned, the numerical marks
given by an examiner to a number of
scripts examined by him indicate a cer-
tain rank-ordering of the scriptsby merit.
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This is the essential function of the
numerical marks given by the examiner
and no violence to the implied rank-
ordering can be done except by re-
examination of one or more scripts by a
moderator. But rank-ordering must also
be the sole function of the numerical
marks given by an examiner and no
further absolute importance should be
attached to them. Thisisthecrucial point
and itsimplications are:

1. Inspiteof al theinstructionsgiven
to the examiners and in spite of al
the steps taken to achieve the
maximum objectivity in the mark-
ing system, marks given by two
different examinerstotwo different
scripts are not comparable. They
arenot comparablein the sense that
a mark such as 40 given by one
examiner to a script examined by
him does not necessarily mean the
same thing as mark 40 given to
another script examined by another
examiner. Thisisthe starting point,
andif thisisnot accepted, noreform
in the examination system of the
kind under discussion is called for.
However, oncethispointisgranted,
the other two follow logically.

2. The marks secured by a certain
candidateinasubject inaparticular
year are not comparable with the
markssecured by another candidate
in the same subject but in another
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year. This is obvious because not
only the examiners are likely to be
different in the two cases, but also,
the candidates would be answering
two different question papers,
though in the same subject.

3. The marks secured in one subject

are not comparable with the marks
secured in another subject, even in
the same year and by one and the
same candidate.
This, too, isobvious, for inthiscase
not only the examiners would be
different but they would be evalu-
ating scripts in two different sub-
jectsunder, naturally, very different
marking instructions.

Thus the numerical mark assigned by
any single examiner to a script has no
further validity than as an indicator for
rank-ordering the scripts evaluated by
him. Once this is accepted, the rule for
making the evaluation by different
examinerscomparable, issimple. Firstly,
allocate to each examiner lots of scripts
drawn on arandom basis. Secondly, after
rank-ordering the scripts examined by
each examiner, certain specified pro-
portionsof them taken from thetop to the
bottom, successively, should be assigned
certain letter grades. If these proportions
are predetermined, as we suggest they
should be, the work of assigning letter
grades after rank-ordering the scripts on
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the basis of the marks given may indeed
be left to each examiner. Further, if it is
intended that the standards of evaluation,
that is to say the standards of assigning
different grades, should be uniform for
all subjects, the same may be achieved
very simply. Theruleisto usefor al the
subjects the same norms, specifying
certain percentages for assigning certain
grades in each ot examined by a single
examiner. This implies that the norms
will have to be determined by quite
independent considerations and not on
the basisof the actual marking by several
examinersinthecurrentyear orinthepast
few years. Inthefinal analysis, thenorms
would be based on an arbitrary judgment
as to what proportion of candidates
should be given various grades; but the
arbitrariness would be no greater than
that involved in the existing pass mark of
35, second classmark of 45 or 50 and first
class mark of 50 or 70. Finally, in order
towork out theover-all averagegradefor
each candidate, the grades in different
subj ects should be converted into scores,
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averaged ssmply or weighted appropri-
ately, and reconverted into an over-al
grade. Thiswould constitute the average
grade for the candidate for the examina-
tion as a whole. The decision as to
whether he may be deemed to have
passed the examination will have to be
taken on the basis of this average grade
together withthe gradessecuredinsingle
subjects, by means of suitable rules.
There would be nothing new in such
procedures.
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ASIAN DRAMA - AN INQUIRY INTO THE
POVERTY OF NATIONS*

V. M. Dandekar

"The title of the book Asian Drama
was chosen in order to express the con-
ception of events in South Asia held by
the author at the beginning of his work
and fortified in the course of study" (p.
34). The book is primarily addressed to
the Western economists, social scientists
and generally the makers of Western
policy towards South Asian countries. "It
isintended to be undiplomatic" aimed at
"truth and blunt truth-speaking” (p. 23).
That truth seemsto bethat the conception
of the European colonial masters about
South Asiawas closer to redlity than the
illusions harboured or, for diplomatic
reasons, given expression to by western
academicians and politicians during the
past twenty years. (pp. 20-21). The
essence of this concept is the following:
"The obstacles to rapid economic
expansion (in South Asia) ... are rooted
intheinefficiency, rigidity and inequality
of the established institutions and atti-
tudes and in the economic and social
power relations embodied in this
framework of institutions and attitudes®

(p. 47).

The sub-title "An inquiry into the
Poverty of Nations' isevidently aimed at
immortality. Unfortunately, what it

inquires into is more topical than funda-
mental. It inquires into the current diffi-
culties encountered by the South Asian
countries in lifting themselves out of
poverty and not into the more funda-
mental question why these countries fell
into poverty in precisely the same period
whenwestern countriesroseto affluence.
Consequently the survey of "Political
Problems" in Part Two (pp. 129-409) and
of "Economic Realities’ in Part Three
(pp. 411-705) is confined to the post
Second World War developments. A
fuller background of the political and
economic history of the colonial period
isneeded for abetter appreciation of even
the current political problems and eco-
nomic realities in these countries. The
two Parts thus strengthened would have
constituted auseful, self-contained single
volume.

Part One (pp. 37-125) is devoted to a
discussion of the values, interests and
ideals, summed up as ‘Modernization
Ideals, held by the peoples of the coun-
tries concerned. Major elements in this
syssem of values are nationa
consolidation and independence, politi-
cal democracy, rationality, social and
economic  equalization,  improved
institutions and attitudes, development

* Asian Dramaby Gunnar Myrdal. 3 vals. p. xxx + 2284. Pantheon. New Y ork
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and democratic planning for the purpose.
In Part Four (pp. 707-958) the rationale
of many prevailing ideological elements
such as equality, democracy, socialism
and economic planning is examined in
the light of the values discussed in Part
One. Much pedantic repetition could
have been avoided by combining thetwo
Parts. Many of theappendicessuchas1-5
(pp. 1839-2040) and 8-9 (pp. 2077-2120)
offer more pedantic elaboration of the
same discussion. The Prologue titled the
Beam in Our Eyes (pp. 5-35), Parts One
and Four, and the rel evant appendicesput
inasinglevolumemight have constituted
amore homogeneous reading material.

It seems that "in all the countries of
South Asiathe ideal that social and eco-
nomic stratification should be changed .
. . iIs commonly accepted" and that "in
general, it is held that social and eco-
nomicinstitutionsand attitudesshould be
changed ... that such a revolution is
necessary for development” (pp. 59-60).
This is aso what the book prescribes.
What then is the problem? Apparently,
there are - two difficulties. Firstly, "the
attitudes that are thought to need chang-
ing are a function of the low levels of
living and culture, and that these levels
canonly slowly beelevated” (p. 63). This
is the vicioudly circular proposition: "a
country is poor because it is poor” (p.
1844). Inspiteof muchair tothecontrary,

AS AN DRAMA - AN INQUIRY INTO THE POVERTY OF NATIONS

633

the book offers little analytical penetra-
tion into and much less political-
economic strategy to achieve a break
through this vicious circle. The second
difficulty isthefollowing: "... the success
of planning for development requires. .
. rigorous enforcement of obligation, in
which compulsion plays a strategic role
... Under present South Asian conditions
devel opment cannot be achieved without
much more socia discipline than the
prevailing interpretation of democracy in
theregion permits.” (p. 67). But the book
offers little guidance on the alternative
‘democratic’ forms which the countries
must adopt.

From the standpoint of economic
anaysisand prescription, Parts Five, Six
and Seven (pp. 959-1828) together with
appendices6 and 7 (pp. 2041-2075) form
the core of this study. They discuss the
problems of labour utilization, popula-
tion size and population quality,
respectively. "In the mainstream of
economic theory, unemployment and
under-employment on a vast scale are
regarded asaprimary cause of poverty in
the South Asian countries. At the same
time, the large volume of unutilized
labour possessed by these countries is
thought to have a productive potential . .
. that can be used to eliminate poverty.
The supreme task of planning is thus to
drain this labour reservoir ... into pro-
ductive work." (p. 962). This theory is
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dismissed as being "but a species of a
genus, namely, aggregative model-
building of the western type" (p. 963).
More mercifully, the inadequacy of this
approach in South Asiais discussed (pp.
994-1012) and a "More Redlistic
Approach” is outlined (pp. 1012-1027).
Inthefirst section (pp. 1012-1016), after
some definitions, we come to the con-
clusion that the level of actual labour
utilization can be expressed as the
product of three ratios, ‘participation’
(working members/ labour force), dura-
tion (man-hours/'working members) and
labour efficiency (output/man-hours). In
thenext section, (pp 1017-1019) welearn
that the three ratios are interrelated. The
following two sections (pp. 1019-1027)
which completethe out-line of the"More
Realistic Approach” are devoted to dis-
cussing "The Inappropriateness of
Western Conceptual Categories for the
compilation of Statistical Data' (pp.
1019-1026) and "The Quality of Statis-
tics on Labour Utilization" (pp.
1026-1027). This is typica of the
treatment in many parts of the book and
partly explainsits volume. What is more
disconcerting is that questions are raised
which are left unanswered without
acknowledging that they have not been
answered. For instance, in the present
case, wedo not know whether, inthelight
of the "More Redistic Approach”
unemployment is a primary cause of
poverty, whether the unutilized labour is
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aproductive potential that can be used to
eliminate poverty and whether planning
can be directed to this purpose. One
wades vainly through the successive
chapters seeking answers to these initial
guestions.

Inthe discussion of the policy choices,
the book has managed to achieve adis-
tinctly Asianflair and flavour. Consider,
for instance, the chapter on Agricultural
Policy (pp. 1241-1384) which comes at
the end of Part Five on Problems of
Labour Utilization. At the beginning of
this chapter we are told: "The goal must
be to increase the utilization of the at
present greatly underutilized agricul-
tural labour force" (P. 1244). Towards
the end of the chapter, the Policy
Alternatives are  presented.  (pp.
1366-1384). The Basic Fact, we aretold,
are the following: Perhaps the most
conspi cuousresult of post-war policies...
has been the strengthening of the upper
stratain the villages and a corresponding
reduction in the, position of share-
croppers and landless labourers in the
lower strata of rural society ... The
political consequences.. arefar reaching.
The evidence suggeststhat the opportune
moment for a radical reshaping of the
agrarian structure has passed” (p. 1367).
Nevertheless, it is emphasized that in
South Asian situation "the promotion of
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social and economic equality is a pre-
condition for attaining substantial long-
term increases in production” ... and "A
frontal assault on the equality issue
requiresamuch moreradical approachto
agricultural policy than has yet been
serioudly attempted” (p. 1369).

But Communism, evenintheory, does
not seemto provideaviabletreatment for
the ills of South Asian agriculture” aud
"neither of thetwo extreme measuresfor
agrarian re-organization - radical redis-
tribution or radical land consolidation -
appearsto provide afeasible approach to
the problem of agriculturein the region”
(p. 1377). Hence "it will be useful to
begin with the redlities of the existing
situation” (p. 1378) and the conclusionis
that .... it may be preferable to make a
deliberate policy choice in favour of
capitalist farming allowing and encour-
aging the progressive cultivator to reap
the full rewards of his enterprise and
labour" (p. 1380). The author, who is
generally well informed on the facts, and
the situation, does not appear to know in
this case that this choice has long been
made by most Asian governments and
leaders of opinion and that they came to
this conclusion by precisely the same
steps he has taken. Unaware of this, and
wanting to sell his ‘radical’ idea to the
Asian leaders and knowing them as well
as he does, the author assures them that
thispolicy "isto berecognized asaquite
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radical ‘land reform’, though of a dif-
ferent species from the schemes usually
discussed" (p. 1382). Not feeling certain
that the idea would still be accepted, he
adds: "High priority in this scheme
should be accorded to a programme to
give a small plot of land - and with it a
dignityandafresh outlook on lifeaswell
as a minor independent source of
income - to member of the landless
lower strata” (p. 1382). (al italics
original). This is the familiar Indian
rope-trick taken straight from the Indian
Five Year Plans. This is not surprising.
The longer one dwells on Asian prob-
lems, the morereadily and inevitably one
seems to arrive at the Asian solutions,
namely, to try and forget the problems.

There can be no denying however that
thisisamajor "study of major economic
problems in South Asia’ and "one that
maintains a constant awareness of the
broader setting of these issues’ (p. 43).
The Western readers to whom it is
addressed will find the book, in spite of
its pervasive presumption, a most valu-
able addition to the growing western
literature on South Asia The Asian
readers will find in it, in spite of its
equally pervasive condescension, the
most sympathetic treatment and sum-
marization of the problems which their
countries have muddled through in the
past twenty years. And in spite of its
length, the general reader will find it most
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readable though a firmer editing would
have proved immensely helpful. Judging
by itssize, onemight supposethat all that
was written has been put in print, and
amost in that order. This is not true.
Much that was written remains unpub-
lished. Weareinformedthat "all outlines,
drafts, proofs, staff memoranda,
correspondence and other documents
relating to the study are deposited with
the Royal Library in Stockholm, at its
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invitation, where they are open to the
public" (p. xviii). It seems certain that if
Professor Myrdal had known earlier that
the Royal Library would provide this
excellent facility, he would have depos-
ited the present manuscript there and
prepared another, much shorter and much
more firmly edited version for the press.

June 7, 1968.



COW DUNG MODELS (REVIEW)

V M Dandekar

Investment in Livestock in Agrarian
Economies: An Analysis of Some Issues
Concerning " Sacred Cows" and " Surplus
Cattle" by K N Rgj; Centrefor Advanced
Studies, Department of Economics,
Delhi School of Economics, University
of Delhi; 1969; Pp 33; Rs 2.00.

THIS isareprint of an article publish
ed in Indian Economic Review, Vol. IV,
No 1, April 1969. Its purpose is to
examine the "widespread assumption
about the existence of large surpluses of
livestock™ in India. The article may be
divided broadly in two parts. The first
part (pp. 2-17, Sections11-V) offerswhat
may be called the ‘reasoning’. The sec-
ond part (pp. 17-31 Sections V-VIII
offersthe‘data’ . Thereisanintroductory
Section | and a concluding Section IX.
Two Sections carry the same number V,
apparently to supply some link between
the ‘reasoning’ and the ‘data’.

The ‘reasoning’ consists of setting up
two models which we may call the
‘poor-country model’ and the ‘rich-
country model’ andtrying to demonstrate
that the livestock situation in India and
USA broadly accords with the two
models, respectively. In fact, without the
author’s realising it, the ‘poor-country
model’ totally fails in its application to
the Indian situation.

In the second part, the model is left
behind and severa fragmentary data are
presented to throw light on the ‘eco-
nomic’ bases of India s cattle population
leading to the conclusion that religious
sentiment does not have much effect on
its size and composition.

BREEDING FUNCTION IGNORED

The* poor-country model’ (Section 11)
postul ates acommunity which consumes
only grain, milk and beef, per capita per
annum consumption being 300 lbs of
grain, 30 gallons of milk, and 10 Ibs of
beef. Vaued at unit prices of Rs0.50 per
Ibof grain, Rs2.00 per gallon of milk and
Rs 1.00 per |b of beef, the per capita
consumption amounts to Rs 220. Other
assumptions of the model are: per acre
grain output = 500 lbs; per cow milk
output = 300 gallons, beef yield per
cow/bull = 500 Ibs; per acre draught
power requirement = 0.25 bulls, per
cow/bull feed consumption - 800 I bs; per
calf (defined asbelow 3yearsof age) feed
consumption = 400. Ibs. Findly, "we
assumethat no calvesare, killed and that,
if lessthan 5 per cent of the *adult’ cattle
are dlaughtered each year, the cattle
popul ation can be maintained constant by
keeping calves equal to 30 per cent of the
adult cattle in number". We do not know
if any animals die outside the slaughter-
house and at what ages. From one pas-
sage, it seems that no animal indeed dies
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outside the slaughter-house except at
very ripeold ageand that thefew animals
which are dlaughtered to meet the
demand for beef are picked just when
they are about to drop dead. But pres-
umably this is not essentia for the
working of themodel. Equally, wedo not
know the number of calves which, say,
100 cows give annually. The essential
assumption of the model isthat no calves
are slaughtered and that whatever the
number born annually and whatever the
mortality at various ages, the stock of
adult cattle is maintained provided the
young stock (below 3 years of age) forms
30 per cent of the number of adult stock.
Starting with these assumptions, it can be
shown that a human population of 100
will require 65 heads of cattle (38 bulls,
12 cows and 15 calves) and 152 acres of
land.

The'rich-country model’ (Section [11)
postulates a community with per capita
consumption twice as much as in the
‘poor-country model’, namely, Rs 440.
This comprises 480 Ibs of grain, 75 gal-
lons of milk and 50 Ibs of Dbeef.
Assumptions regarding per acre grain
output, per cow milk output, per cow/bull
beef yield, per cow/bull feed consump-
tion and per calf feed consumption
remainthesameasinthepreviousmodel.
There is however one difference: animal
draught power is replaced by tractors.
Fuel for the tractors is imported by
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exporting grain, the grain equivalent of
fuel needed to cultivate one acre of land
being 130 Ibs. It will be remembered that
the grain equivalent of draught power
needed to cultivate one acre in the
‘poor-country model’ was 200 lbs.
However, while in the ‘poor-country
model’ bulls are reared by feeding the
necessary young-stock, in the ‘rich-
country model, tractors are neither man-
ufactured nor imported; presumably they
are a gift from the World Bank.

In view of the larger consumption of
beef, the assumption regarding the ratio
of young stock to adult stock needed to
maintain the necessary stock has also to
be modified. "The extent of the modifi-
cation needed will depend not only onthe
exact increase in death rates caused by
sdlaughter but also on the age group
affected. Without going further into this
guestion, we shall ssmply assume that, in
the second Situation, calves equal in
number to 60 per cent of the number of
adult cattle will have to be kept in order
tomaintain thetotal livestock population
constant." Thus here again no explicit
note is taken of the breeding function of
the cows.

Starting with these assumptions, it can
be shown that ahuman popul ation of 100
will require 56 head of cattle (25 cows,
10 cows or bulls and 21 calves) and
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228.10 acres of land. This may be com-
pared with the corresponding require-
ments in the ‘poor-country model’,
namely, 65 head of cattle and 152 acres
of land. Incidentally, instead of compar-
ing the two model situations in this
manner, Ra seems to believe that the
‘poor-country model’ with 100 human
population is comparable to the ‘rich-
country model’ with only 50 human
population. For instance, the 65 head of
cattle needed in the first model are
compared with 28 head of cattle (not 56
needed by ahuman population of 100) in
the second model. Why? Because, the
second model isderived from thefirst by
imagining that 50 members of the first
community have migrated el sewhere!

HUMAN AND LAND RATIOS

Section V Opens with the following
statement: "A glanceat thelivestock data
for India and the United States would
show that the size and pattern of the
livestock held in these countries in the
early sixtiesrelatively to their popul ation
and cropped area are not very different
from what one should expect on the
reasoning outlined above'. Let us first
consider the size of the livestock. Table
6 shows that in USA, the number of
bovine animals was 54.42 per 100 of
human population and 53.95 per 100
hectares of arable and cropped land. In
the ‘rich-country model’ these numbers
are 56 and 60.67, respectively, and may
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beregarded as not very different. But the
same table shows that in India, the
number of bovine animalswas 51.35 per
100 human population and 139.88 per
100 hectares of arable and cropped land.
In the * poor-country model’ these num-
bersare 65 and 105.67, respectively and
Ra believes that these too are not very
different! In particular, the important
point is completely lost, namely, that in
comparison with the ‘poor-country
model’, India has 21.0 per cent fewer
bovine animals per 100 human popula-
tion and 32.4 per cent more bovine ani-
mals per 100 hectares of arable and
cropped land.

RESCUE OF MODEL

Let us next consider the age and sex
composition of the livestock population.
Ra begins with an assertion: "The sex
and age composition of the live stock
population in the two countries also dis-
play characteristics suggested by our
exercise". Let us first compare the
‘poor-country model’ with the Indian
situation. As we have seen, in the
‘poor-country model’ the livestock
requirement per 100 human populationis
65 head of cattle comprising 38 bulls, 12
cows and 15 calves. If we divide the
calves equally between the two sexes, as
we should because the model does not
permit slaughter of calves, the sex ratio
works out to be 70 per cent male and 30
per cent female. Rg) observesasfollows:
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"According to the Livestock Census of
1956 for India’, (one wonders why the
1956 census when 1961 census figures
are equally well available) "about 55 per
cent of the total cattle population was
male, only the remaining 45 per cent
being female". Thus clearly, India has
proportionately a much larger female
stock than that indicated by the ‘poor-
country model’. The situation is even
worse because as Rag observes. "The
inclusion of the buffal o population shifts
this numerical balance in favour of the
femaleanimals, asmale buffaloesare not
usedin Indiafor draught purposes except
in regionswith very heavy rainfall while
buffaloes are highly preferred as milch
animalsin many parts of the country". If
due allowance were made in the ‘ poor-
country model’ for this preference for
buffaloes as milch animals, the number
of cows needed (mainly for the supply of
milk) would appear to be smaller than 12
per 100 human population as appearing
in the present model. This would make
the proportion of female animals in the
cattle population in the revised model
smaller than 30 per cent asin the present
model and it would be evident that India
has proportionately amuch larger female
stock thanisjustified for supplying milk.
In fact the whole model collapsesin its
application to India.
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Ra proceeds heroically to rescue his
model. He pleads: "However, if one
leaves out of the calculation (as in the
model) the adult cows and she-buffal oes
not in milk and compares their number
with those of bullocks and he-buffaloes
actualy ‘at work’ (again asinthemodel)
the proportionsthat emerge approximate
more closely to those indicated by the
illustrative exercise relating to situation
I". But Raj is making a bad mistake in
believing that the ‘model’ leaves out of
calculation adult cows not in milk and
bullocksnot at work. Themodel assumes
that the output of milk per cow per annum
is 300 gallons, This does not mean that
every cow gives 300 gallons per annum.
It also does not mean that there are no
cows not in-milk. The output of 300
galons per annum is an average for all
the cows that there are. Similarly, the
assumption that the number of bulls
required for ploughing an acre is 0.25
does not mean that there are no bullocks
not-at-work. Indeed, with slaughter rate
of no more, than 5 per cent, itisinevitable
that there are cows not-in-milk and bulls
not-at-work. Not only such animals exist
inthe model but they al so eat and thefeed
requirement assumed to be 800 Ibs per
cow or bull per annumisagainan average
for all productive and unproductive ani-
mals. Henceif, asRg says, theseanimals
areleft out of themodel, we should know
how they are left out. For instance, are
they left in apinjra pole or a gosadan?
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And where does this juggling lead us
to?AccordingtoRaj, theadult productive
cattle and buffalo population in India
(1956) comprises 31.8 per cent female
stock and 68.2 per cent male stock.
According to the figures quoted in the
first unnumbered table following Table
6, these proportions in the ‘model’ are
21.2 per cent and 78.8 per cent, respec-
tively, Isthe correspondence supposed to
be satisfactory? Incidentaly, the
correspondence would improve alittle if
theproportionsfor the* model’ appearing
in this table, were correctly quoted; the
correct proportionsappear to be 24.0 (not
21.2) per cent female stock and 76.0 (not
78.8) per cent male stock.

Let us next consider the age compo-
sition. Ra says that according to the
Livestock Census of 1956 for India, the
animals 3 years and below in age
accounted for less than two-fifths of the
adult cattle population, He does not give
the actual proportion. But it does not
matter. In the model, this proportion is
assumed to be 30 per cent. To the extent
it agreeswith the actual, theagreement is
achieved by assuming the appropriate
proportion slave no other reason was
given for assuming the particular pro-
portion. To the extent, it does not agree
withtheactual, oneisleft wonderingwhy
a more appropriate proportion was not
assumed.
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The correspondence between the
‘rich-country model’ and USA situation
appears better. Rgj follows this compar-
ison with a series of obiter dicta leading
tothe sound recommendation: "Thereare
therefore a number of circumstances
specific to each case which should be
taken into account in relating our model
to any particular situation".

In relation to India, Rg discoversone
such specific circumstance. He observes:
"it is evident that in India the grain
equivalent of the feed given to livestock
per head is not as high relatively to the
per capita grain consumption of the
human popul ation aswe have assumed in
our numerical exercise ... It follows that,
though some of the aggregated percent-
ages yielded by our illustrative exercise
for the “initial’ situation and the data for
India bear some resemblance to each
other, there are important differences
which might even make this broad con-
formity just on accident. For, in our
model it is the relatively high feed
requirement of the livestock that make
such alarge livestock population neces-
sary.’ (italics added.)

NO RESEMBLANCE

In point of fact, there is no resem-
blance, even by accident, between Rgj’s
‘poor-country model’ and the Indian
sitution. It was by assuming a relatively
high feed requirement of live stock that
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themodel led to alarge cattle population;
and it was by assuming that the cow was
theonly milchanimal that themodel gave
a proportion of 30 per cent cows in the
cattle population. Both these assump-
tions are untrue so far as the Indian
situation is concerned. Nevertheless, in
relation to the land resources, Indiahasa
larger cattle population and larger pro-
portion of cows than indicated by the
model. Obviously Rg’s ‘poor-country
model’ is a poor model to explain even
the size and sex composition of India's
cattle population. He does not seem to
realise this. But he drops the model dis-
creetly and turnsto an examination of the
Indian data and the situation, unfettered
by the model but guided by little else.

He begins with the relevant question
"whether, given the amount of food that
can be spared for maintaining animalsin
the situation, a higher out put is secured
by giving this food to a smaller number
and raising their productivity or by dis-
tributing it over a larger number" but
immediately offersthe apology: "A firm
answer to this question cannot be offered
without much deeper investigation into
the relevant production functions'. For-
tunately, he admitsthat "the productivity
of livestock as much animals is highly
responsive to the quantity and quality of
the feed" and even puts forward "such
evidence as is readily available". Evi-
dencereadily available to him isthe one
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produced by Mellor and de Ponteves.
"From data available from 13 rural and
urban centres in India (covering the
period 1954-60). Méellor and de Ponteves
haveworked out therel ationship between
concentratesfed per day to milchanimals
and milk yield per year." Rgj is aware of
the several reasonsfor exercising caution
in the use of such results. Nevertheless,
he thinks that "they do help to bring out
the broad characteristics of the produc-
tion response to feed input in the form of
concentrates'. Consequently, he agrees
that "one should expect the holders of
milch animals to be more concerned
about their feed requirements and, ...
choose perhapsto hold asmaller number
of animals and feed them well than keep
a large number in a serious under-
nourishment by distributing the food
among them"; and adds:. "The number of
milch animals kept will depend of course
onthedemandfor milkandontherelative
price of milk and of the feed required".

FARMERS HOME ECONOMICS

Very well, Does the situation in India
accord with these economic principles?

No. Rag has no difficulty in under-
standing "why Indian farmers choose to
feedtheir cattle only asmuch asthey do".
Heexplains. "Consider thelarge number
of relatively undernourished cows
maintained intherural areas. When large
markets for milk are not open to the



VOL.34 NOS3&4

holdersof thislivestock ... they haveonly
their own demand to satisfy. The smaller
the holdings of land and the lower the
standard of consumption of the farmers
the smaller is likely to be their own
demand and the higher the cost of con-
centrates to them. But it may still pay to
haveamilch animal around - underfed by
standards el sewhere aslong asthey have
some minimum requirements of milk for
family consumption or if thereis a small
market for milk within the village". So
muchfor thesmall land-holder. Asfor the
large land-holder, Ra observes. "Since
farmers with larger holdings, of land are
likely to keep milch cows for the same
reason as the small farmers, the size of
the village markets is likely to be on the
whole very limited. There would there-
fore also be an upper limit to the number
of animalsthat isworth maintaining both
inindividual householdsand generaly in
rural areas far away from the towns,"

Onewonderswhat R istrying to say.
Isheexplaining why therearemany more
and undernourished cowswhen the same
quantity of milk could be produced more
economically by maintaining fewer and
better-fed cows? Or isbe explaining why
there are no more cows than there are in
the rural areas? And if, as Rg says,
"farmerswith larger holdings of land are
likely to keep milch cows for, the same
reason as the small farmers' what shall
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we do with the "much deeper investiga-
tions into the relevant production func-
tions'? Whatever is his point, Raj thinks
that "this becomes still clearer when one
examines closely the number of milch
cattleheldinrura areasaccordingtosize
of the land held by households' and
presents "data yielded by a farm man-
agement study in two selected districts of
North India (to be precise, in the State of
Uttar Pradesh ...)". A welcome emphasis
on precision indeed!

These data show the classification of
596 farms according to their size and
according to the number of milch cattle
held in them. Evidently, the farms vary
in size ranging from under 2.5 acres to
above 25 acres; some of them have no
cows, someonly onecow, sometwo cows
and the others have three or more cows
each, the larger farms generally having
more cows, Nothing becomes clearer
than this from the data as they are pres-
ented and apparently Raj does not know
what tolook for inthem. In particular, he
does not notice the one point which is
relevant to his discussion. It isthis: The
596 farms have on an average 1.6 cows
per farm. This gives atotal of about 950
cows. Out of these, 274 cows, which
account for less than 30 per cent of the
total, are held in farms which have only
one cow each. We may explain their
existenceonthegroundthat "it might still
pay to have a milch animal around -
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order to meet the home demand of the
farmer. But what about the remaining 70
per cent of the cows which are held in
farms with two or more cows each?
Should wenot expect the holders of these
animals to "choose perhaps to hold a
smaller number of animalsand feed them
well than keep alarge number in a state
of serious under-nourishment"? We
might, as another concession to farmers
homeeconomics, leaveout eventhecows
held in farms with only two cows each
and justify their existence on the ground
that reduction from two cowsto one cow
isnot possible. There are 296 such cows
which isalittle more than 30 per cent of
thetotal. But still 40 per cent of the cows
areheldinfarmswith three or more cows
each. Should we not expect thesefarmers
to be more economic in their behaviour
and to choose to hold a smaller number
of betterfed cows? Or, shall we suppose
that these farmers too are waiting for the
results of "much deeper investigations
into the relevant production functions'?

BUFFALO IGNORED

Throughout his discussion, Ra has
concentrated on the cow as the milch
animal though heisaware that thisis not
generaly truein Indiaand that buffalois
aseriousand superior rival milch animal.
Thepredominant function of cow inindia
isthebreeding of bull sneededfor draught
power inagriculture. If Rg hadtakenthis,
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into account, he could have examined the
size of the cow population in Indiafrom
thispoint aswell. In a subsequent Table,
he presents data regarding the number of
draught cattle held by the same 596
farms. The average number of draught
cattle per farmis 2.5 which gives a total
of about 1,490 draught animals. Let us
suppose, as Rg argues, that under the
existing technology and institutional
set-up in Indian agriculture, this number
is irreducible. There remains neverthe-
less the relevant question: Are 950 cows
needed to maintain a stock of 1,490
draught animas? Ra has totaly
neglected this aspect of the problem.

Finally, Ra puts forward an amazing
argument purported to demonstrate that
religious sentiment does not have much
effect on the size and composition of the
livestock held in India. He observes that
"it isin the ludo-Gangetic valley where
Hindu orthodoxy is deeply entrenched
and the sentiment against the killing of
cows is strongest, that the pressure of
human and bovine population on
resources makes it most necessary to get
rid of cows in preference for bulls for
traction purposes and she-buffaloes for
milk". He asks: "How does the table get
turned so dramatically against the cows
in Bihar and Uttar Pradesh?'; and
answers. "Obvioudly, killing must be
taking place, but perhaps the main tech-
nique adopted for getting rid of the cows
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is infanticide and deliberate starvation".
Apparently, this does not concern Raj as
an economist. Does he suggest that
infanticide and starvation are exact sub-
stitutesfor slaughter and result in exactly
the same size and age-sex composition of
the cattle population? Even supposing
that they do, does he suggest that infan-
ticide and starvation are economic sub-
stitutes for dlaughter? Does he not
recognise that the choice between
infanticide-starvation and selective
slaughter affects materially the relevant
production functions in the livestock
economy?

THE ECONOMIC QUESTION

In the end, Rg asks: "Does al this
mean that there are no surplus cattle even
in acountry like India?'; and concludes
that "the generalisations that have been
made hitherto on this, subject are too
simple-minded and superficial to bear
scrutiny”. His present paper is no
improvement. "Is there surplus cattle in
India?' is a superficial question to ask.
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The right question is: Are the size, age-
sex composition and quality of Indian
cattle the most economic in relation to
India sresourcesand needs?If not, isthe
Hindu orthodox sentiment about the cow
responsible? To answer these questions,
let Rg try another exercise. He might as
well begin with hisfirst model. Thereis
only one assumption of thismodel which
is relevant: No slaughter of calves and
less than 5 per cent slaughter of adult
stack. Let him follow the consequences
of this single assumption. Let the cattle
population growing under this assump-
tion be given the fodder and feed
resources that the country has and let it
be brought in contact with the human
population which must compete for sur-
vival. If possible, let the superior rival
milchanimal, buffalo, bebrought intothe
picture. Rg will inevitably meet the
Indian cattle population with all its
characteristic features. If he fails, it is
time for him to shift to the Govardhan
Peeth of the Shankaracharya of Puri.



INDIA’SSACRED CATTLE AND CULTURAL ECOLOGY

V. M. Dandekar

An important contribution to the debate on India’s sacred cattle is Marvin
Harris sarticle "The Cultural Ecology of India’s Sacred Cattle" (Current Anthro-
pology, Vol. V11, No a, 1966).

Harris contends that "the irrational, non-economic and exotic aspects of the
Indian cattle-complex are greatly overemphasized ‘at the expense’ of rational
economic and mundane interpretations’ and ‘urges that "explanation of taboos
customs, and rituals associated with the management of Indian cattle be sought in
the "positive-functioned" and ‘ adaptive’ processesof theecol ogical systemof which
they are a part rather than in the influence of Hindu theology".

Thisarticle, however, arguesthat, in Marvin Harris sthesisissummarised the
entire defense of Hindu cow-wor ship garbed in pseudo-science.

It is suggested here that a cattle population smaller in number but better fed
than at present will make a better contribution in milk, traction and dung to human
survival and well-being in India. Even if, because of prevailing, technology and
institutional arrangementsin agriculture, it isnot possible to reduce the number of
draught, animals, the large number of cowsiswholly unjustified. A smaller number
of better-fed cows will contribute more milk and dung and will give enough calves
to replace the needed stock drought animals.

I impression on many Indian thinkers on
Ecological Hypotheses the subject. For instance, K N Ragj com-

IN the current debate on India's sacred mendsthe articlein thefollowing words:

cattle, animportant contributionhasbeen AN excellent paper which views this
one by Marvin Harris, namely hisarticle Problem of surplus cattle from a socio-
"The Cultural Ecology of India's Sacred !0gical angleand presentsapoint of view
Cattle" (Current Anthropology, Vol VI, Very similar to the one presented hereis
No. a, 1966). It presents a most sympa- that by Marvin Harris® ("Investment in
thetic view of the Indian cattle complex Livestock in Agrarian Economies’,
and - amost justifies the present IndianEconomicReview,Voal.1V, No.1,
situation. Naturally it has made much April 1969). Thearticlewasalso strongly

Reprinted from Economic and Political Weekly, Vol. 1V, No 39, September 27. 19609.
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recommended by the editor of Samaj
Prabodhan Patrika, a Marathi two-
monthly journal (March-April, 1969).
Not being a normal reader of Current
Anthropology, | had not seen the article
until it asthus brought to my notice. Now
that | haveseenit, | am compelledtooffer
my comments because, | think, here is
summarised the entire defence of Hindu
Cow-worship garbed in pseudo-science.

Harris begins his article with an apol-
ogy. Hesays:. "I have never seen asacred
cow, nor been to India. | hope this will
not deprive me of that expert advice and
informed criticism which alone can jus-
tify so rude an invasion of unfamiliar
territory.” | suppose | should begin with
areturn apology for | seem to be about to
invade, equally rudely, an equaly unfa-
miliar territory. | have never met,
knowingly, a cultural ecologist.
Moreover, after reading Harris's article,
| realise that | am thoroughly unfamiliar
with the logical method employed in
Cultural Ecology. Harris observes sig-
nificantly: "Failure to separate emics
from etics contributes greatly to
confusion surrounding the Indian cattle
guestion." | confess | do not quite know
what emics and etics are, nor how to
separatethem. Harris soriginal articleon
this question to which he makes a refer-
ence was not easily accessible to me. A
referencetodictionary did not helpmuch.
Butl suspectthatitisprecisely thisfailure
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to separate emics from etics which is
causing difficulty for Harris to come out
of the confusion surrounding the Indian
cattle question. Indeed, he seems to he
making significant contribution to the
same.

Harris believes that "the irrationdl,
non-economic and exotic aspects of the
Indian cattle complex are, greatly over-
emphasised at the expense of rational,
economic and mundane interpretations’
and urges that "explanation of taboos,
customs and rituals associated with
management of Indian cattle be sought in
"positive-functioned” and ‘adaptive
processes of the ecologica system of
which they are a part rather than in the
influence of Hindu theology". He sug-
gests that this is possible if "the cattle
complex is viewed as part of an
eco-system rather than as a sector of
national price market".

Morespecifically, Harris putsforward
a series of hypotheses. They are, firstly:
"Ecologically, it is doubtful that any
complement of the cattle complex is
‘useless, i.e, the number, type and
condition of thelndianbovinesdo not per
se impair the ability of the human pop-
ulation to survive and reproduce.” |
suppose that this hypothesis will be
readily accepted. Human species has
survived on the Indian subcontinent
probably longer than in most other parts
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of the earth and recently has been
reproducingitself faster herethanin most
other places. Therefore, whatever be the
number, type and condition of the Indian
bovines, Indian humans cannot legiti-
mately complain that the bovines are
impairing the human ability to reproduce
and survive; surely not yet. Whatever
tonemight specul ateabout thefuture, this
issimply not true of the present. | do not
think any more evidence is needed to
support this particular hypothesis.

Moreover, even supposing that it turns
out that the Indian bovines, because, of
their number, type and condition, are
impairing the ability of the Indian
humans to reproduce and survive, would
it be right, on that account, to regard the
Indian bovinesto be ‘useless ? Would it
not be possible rather to view them as
performing a distinctly positive function
in the total eco-system of which they are
an essentia part?

Harris's second hypothesis is the fol-
lowing: "The relationship between
bovinesand humansis symbiotic instead
of competitive." The meaning of theterm
‘symbiotic’ isexplained in afootnote as,
follows; "According to Zeuner, ‘Sym-
biosisincludes al conditions, of the liv-
ing together of two different species,
provided both derive advantages there
from. Cases in which both partners
benefitequally arerare’. Inthesymbiosis
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under consideration, men, benefit more
than cattle." Here again, it seemsthat the
hypothesis, in large partsis self-evident.
For instance it is obvious; that the rela-
tionship between bovines and humansis
symbiotic, in Zeuner's sense, for
otherwise the bovines would not be and
could not bedomesticated. What isnot so
self-evident is Harris's assertion at the
end, namely that ‘in the symbiosis under
consideration, men benefit more than
cattle’. We shall see what evidence, if
any, Harris puts forward to support this
part of the hypothesis. Of course, even if
it turns out that cattle benefit more than
mendo, therel ationship between bovines
and humans would nevertheless be
symbioticin Zeuner's sense.

Finally, Harris sthird, hypothesisisas
follows: "It [the present relationship
between bovines and humans in India]
probably represents the outcome of
Intense Darwinian pressures acting upon
human and bovine population cultigens
wild, floraand fauna, and social structure
and ideology. Moreover, presumably the
degree of observance of taboos against
bovine slaughter and beef-eating reflect
the power of these ecological pressures
rather than ahimsainother words, ahimsa
itself derives power and sustenancefrom
thematerial rewardsit confersupon both,
men and animals."”
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A little clarification seems necessary
in the context of the present discussion,
what is relevant is not the, doctrine of
ahimsa but the sentiment attaching to all
large animals which are maintained pri-
marily for milk and, work. Theseinclude
cattle and buffaloes and also horses,
camels and donkeys This is a personal
sentiment of the owner towards the par-
ticular animal which has served him
during itsworking life. | am not sure that
thisis peculiar to India; it may be that it
isalittlestronger herethan elsewhere. In
India, this general sentiments greatly
strengthened and fortified in the case of
the cow because of the sacredness Hindu
theology attaches to this particular ani-
mal. In the context of the present dis-
cussion, what is relevant is this general
sentiment toward al large animas
fortified by thereligiousfeeling attaching
to the cow. In contrast ahimsa is amuch
wider doctrine. It makes no distinction
between the large and the small animal,
and would be offended equally by the
slaughter of sheep, goats, pigs and poul-
try which is quite common in India
Therefore, in what follows, | shall avoid
the term ahimsa. Instead, for brevity, |
shall use the term "cow-worship" and it
should be taken to mean the genera
sentiment towards all large animals for-
tified by religiousfeeling attaching tothe
cow.
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With this clarification, it seemsto me
that the first part of the hypothesis is
self-evident or that it must be regarded to
be so. The present relationship between
bovines and humans in Indiais the out-
come of years of co-existence of thetwo
species in the midst of cultigens, wild
flora and fauna and conditioned by a
certain socia structure and ideology.
Therefore, it is only reasonable to sup-
pose that it is the outcome of the Darwi-
nian process, that isto say, if we, accept
the Darwinian hypothesis, we should
accept that the relationship between
bovines and humans in India, as, | sup-
pose, anywhere, else, is the outcome of
theprocess postul ated by that hypothesis.

But | should have supposed that we
should regard the doctrine of cow-
worship to, be a part of that ideology
which is exogenously determined, such
as by, Hindu theology, but which condi-
tions the Darwinian process. Evidently,
Harris views it differently and that
constitutes the second part of his
hypothesis under consideration. He
thinks that the doctrine of cow-worship
"reflects the power of the ecological
pressure” and "itself derives power and
sustenance from the material rewards it
confers upon both men and animals.” In
other words, he views the doctrine of
cow-worship not as an exogenously
determined factor conditioning the Dar-
winian process but as itself, being an
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outcome of the Darwinian process. This,
| presume, is the crux of Harris's argu-
ment. We shall examine what evidence
he puts forward to support it.

[
Size of Cattle Population in
Relation to Its Contribution

As Harris enumerates them, the prin-
cipa positive functioned or useful con-
tributions of Indias sacred cattle to
human survival and well-being are milk,
traction, dung, beef and hides. We shall
first examine milk, traction and dung,
namely the contributions which cattle
make during their lifetime. Harris
observes asfollows:

Milk: "In India, the average yield of
milk per cow is, 413 pounds compared
with the 5,000 pound average in Europe
and the USA. However, this does not
mean that the cows are useless or
uneconomic, since milk production is a
minor aspect of the sacred cow’s contri-
bution to the eco-system. It is more
relevant to notethat, despitethe marginal
status of milking in the symbiotic syn-
drome, 46.7 per cent of India's dairy
products come from cow’s milk".

Traction: "The principal positive
ecological effect of India sbovine cattle
isin their contribution to production of
grain crops from which about 80 per cent
of the human calorie ration comes."
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Dung: InIndig, cattledungisthemain
source of domestic cooking fuel. Many
observers stress the slow burning quali-
ties of dung and its specia appropriate-
ness for preparation of ghee and
deployment of woman-power in the
household. As manure, dung enters the
energy systeminanother vital fashion. So
vital is this, that old, decrepit and dry
animals, might have a use after al,
especially when the dung they man-
ufactureemploysraw materialslosttothe
culture-energy system unless processed
by cattle."

These observations are well taken
though, I think, it isnecessary to discount
the rather romantic appreciation of dung
asfuel. Farmersusedung asfuel because
no other, fuel isavailable and, in spite of
"its special appropriateness for prepara-
tion of ghee and deployment of woman-
power in the house hold", there is little
doubt that, if other, fuel were available,
farmers would cease using dung as fuel
because they understand its alternative
use as manure. But let us return to the
main point.

Milk, traction and dung are Al
admittedly useful contributions of cattle
to human survival, and well-being. But
then two questions arise. The first is the
guestion of costs. Harris recognises that
the final evaluation of the contributions
of cattle "must involve assessment of
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energy costs in terms of resources and
human labour input which might be more
efficiently expended in other activities".
But evidently he does not know what
these are. His only observation on this
point suggests that he probably believes
that there are no costs at all. He says:
"Direct and indirect evidence suggests
that in Indiamen and bovine cattle do not
compete for existence. On the contrary,
the bulk of foods (straws and crop resi-
dues) that are ploughed into the soil in
other countries are [here] converted into
milk."

It seems to me that thisis too superfi-
cial an assessment of the"energy costsin
terms of resources, and human labour"
and too naive, aconclusion to draw that
"in India, men and bovine cattle do not
compete for existence". Firstly, with the
extension draw that "in India, men and
bovine cattle do not compete for exis-
tence". Firstly, with the extension of
irrigation and cultivation, the present
cattle grazing is bound to be reduced.
Secondly, the cattle consume besides
straws and crop residues, a certain
amount of other feeds, known as con-
centrates, al of which have aternative
uses for human consumption or for
manure as, for instance, isthe case with
oilseedcake. Thirdly, the strawsand crop
residues are mainly by-products of grain
crops and with the introduction of high-
yielding varieties of grain-crops, it is

INDIA’SSACRED CATTLE AND CULTURAL ECOLOGY

651

becoming evident that there is a
competition between grain and atraw or
crop-residue, Finally, once India begins
to produce sufficient grain crops pro-
portionately larger areas will be diverted
to other crops such as sugarcane, cotton,
jute, tobacco which have relatively little
crop-residue ft for animal consumption.
Hence, it seems not quite true that "in
India, men and bovinedo not competefor
existence".

But of immediate relevance is another
consideration, which Harris recognises,
namely, whether "the energy costs in
terms of, resources and human labour",
which are presently expended on cattle,
"might be more efficiently expended in
other activities'. Among these other
activitiesisthe possibility of maintaining
asmaller cattle population but at a better
level of nutrition. We should recognise
this as another activity because it is
qualitatively quite, different fromIndia’s
present cattle industry, This leads us to
the second question: Whether, with
available resources, more milk, traction
and dung could not be produced with
fewer but better-fed cattlethan at present.
Apparently, Harris admits of this possi-
bility. But he argues. "Much has been
made of the fact that one large animal is
more efficient dung, milk and traction
machine than two small ones. But once
again, thereis another way of looking at
theevidence. Isit not possiblethat India’ s
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cattle are under-sized precisely because
other breeds never could survive the
atrocious conditions they experience
most of the year? | find it difficult to
believe that breeds better adapted to the
present Indian eco-system exist else-
where."

Here, | think, Harris is not facing the
original question squarely. That question
is: Could moremilk, traction and dung be
produce with fewer but better-fed ani-
mals than at present? | submit that the
guestion does not imply a necessary
replacing of India s cattle by someexotic
breeds from abroad. Therefore the ques-
tion is not answered by asserting that
breeds more productive and better
adapted to the present Indian eco-system
do not exist elseawhere. To meet the
guestion squarely, Harris must make the
following propositions: The atrocious
conditions which the Indian cattle at
present suffer most of theyear arenot the
result, even partly, of the unduly large
size of the cattle population that India
possessesinrelationtoitsland resources.
Hence, thereisno change, with asmaller
cattle population, of relieving even partly
these atrocious conditions and thus
feeding the fewer animals somewhat
better, If thisisattempted, eventhelndian
cattlewill not survive because the Indian
cattle are not adapted to conditions of
better feeding. Finaly, if fewer but
better-fed animalsat all survive, they will
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not produce the same amount of milk,
traction and dung as is presently being
produced. For Harris, this would be a
logically correct position to take, what-
ever the facts may be.

Expert appraisal of India's cattle
population is that India has some fine
breeds of cattle, some good for milk
othersgood for traction and, presumably,
al good for dung; that they are well
adaptedtolndianconditionsandthat with
better feeding their productivity can be
more than proportionately increased;
that, therefore, with given resources, a
smaller stock of such animals can give
more milk, traction and dung than the
much larger stock of nondescript animals
at present gives. Harrisis, of course, free
to dispute this export appraisal or, once
again, to view the situation differently.

M1
Would Not a Smaller Number of Cows
Be More Economic?

Before pursuing this point further, it
will be convenient to get a certain detail
out of theway. Thecontributionsof cattle
which we are presently considering are
milk, traction and dung. Of these, milk is
supplied by the female stock, traction, is
supplied, generaly, by themalestock and
dung is supplied by both. With regard to
traction, Harris suggests, along with
many others, that with the existing tech-
nology and institutional arrangements
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prevailing in Indian agriculture, it is not
possible to reduce the number of draught
animals; that fewer draught animals, even
if better-fed, would not do. As ‘technol-
ogy’ and ‘ingtitutional arrangements’ are
sufficiently omnibus terms, it will
simplify argument if we accept this
proposition. Thismeansthat Indiahasno
surplus of draught animals.

But Harris, along with many others,
proceeds to assert that in India, thereis
not only no surplus but that there is
actually a serious shortage Of draught
animals. In evidence, he Says that the
existing stock is"insufficient to permit a
large portion, perhaps as many as 1/3, of
India’ sfarmersto begintheir agricultural
cycle under conditions appropriate to
their techno-environmental system".
This is quite true. He further says:
"Sharing of draught animals on a co-
operative basis might reduce the need for
additional animals [But] under existing
property arrangements, thereis perfectly
good economic explanation of why
bullocks are not shared among adjacent
household". This is also quite true. But
why do asmany as1/3 of India’ sfarmers
not have draught animals adequate to
their techno-environmental system? The
reason isnot that not enough male calves
are born in the country but that these
farmers, with theft inadequate land
resources, cannot afford to raise and
maintain the draught animals they need.

INDIA’SSACRED CATTLE AND CULTURAL ECOLOGY

653

The plain fact is that, these farmers,
functioning under a given techno-
environmental system, need more
draught animals but, because of their
small land-holdings, cannot afford them.
Therefore, a solution to their problemis
to be sought not in a larger number of
draught animals but in a change in the
techno-environmental system, including
possibly the existing property arrange-
ments, prevailing at least in the relevant
sector of Indian agriculture.

Let us therefore suppose that India
needs all the draught animals that there
are in the country but cannot afford any
more. In adiscussion of the right size of
the cattle population, we thus isolate the
cows. They produce milk, dung and
calves to replace the existing stock of
draught animals. The relevant question
now is. Whether a smaller number of
better-fed cows would not produce more
milk and dung and also calves sufficient
to replace the present stock of draught
animals.

Harris now puts forward what he
considersa ‘subtle’ argument to support
his contention that a larger stock of
under-nourished cows is to be preferred
to asmaller stock of better-fed cows. He
emphasisesthat "theprincipal function of
bovine cows is not their milk-producing
but their bullock-producing abilities" and
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argues that a large herd of under-
nourished cows re-producesfaster than a
smaller herd of better-fed cows for the
simplereason that there aremore cowsin
the larger herd then in the smaller one.

Thisisindeed asubtle argument but it
overlooks two points. One is the poor
breeding performance of the under-
nourished cows. Harris is aware of this
but apparently thinks that it adds to the
subtlety of his argument. He says. "In
India, since cows suffer from malnutri-
tion through restriction to margina pas-
ture, they conceive and deliver in,
unpredictable fashion. The chronic
starvation of the inter-mon-soon period
makes the cow an irregular breeder. To
the agricultural specialists with knowl-
edge of what a healthy dairy stock looks
like the hot weather herds of walking
skeletons must indeed seem without
economic potential. Many of them, in
fact, will not make it through to the next
monsoon. However, among thesurvivors
are an unknown number still physically
capable of having progeny. Evidently,
neither the farmer nor the specialist
knows which will conceive and when."
So the farmers must keep them all.

May we ask: Are not the malnutrition
and chronic starvation loft of the inter-
monsoon period, which the Indian cows
suffer, the consequences, at least partly,
of the unduly large number of cows
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which India maintains in relation to its
fodder and feed resources? Is it not that
by holding the number of cows down, it
may be possible to feed them better,
improve their breeding performance and
produce the same number of male calves
as the hot weather herds of walking
skeletons presently produce? Thisisthe
same question which we raised earlier:
Are not the atrocious conditions which
the Indian cattle at present suffer most of
the year a result, at least partly, of the
unduly large size of the cattle population
whichlIndiapossessesinrelationtoitland
resources. Is it not that with a smaller
cattle population, it may Be possible to
feed the animals better and to improve
their productivity sufficiently to com-
pensate their smaller number?

Harris has brushed aside these ques-
tionsby meansof thefollowing profound
observation "Much has been made of
India’s having 115 heads of cattle per
squaremile, compared with 28 per square
mile for the USA and 3 per square mile
for Canada. But what actually may be
most characteristic of the size of India’'s
herd is the low ratio of cattle to people.
Thus, Indiahas 44 cattle per 100 persons,
whilein the USA theratio is 58 per 100
and in Canada, 90. Given the increasing
growth rate of India’ shuman population,
the critical importance of cattle in the
eco-system, and the absence of funda-
mental technical and environmental
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changes, a substantial increase in cattle
seems necessary”. Harris does not see
that what isindeed most characteristic of
India s herd is the low ratio of cattle to
people coupled with the high ratio of
cattle to land and that therefore what is
needed isasubstantial increase of land so
that the cattle-to-people ratio may
improve without deteriorating  the
cattle-to-land ratio. So long asthisis not
possible, the fact will persist India's
human population needs a much larger
herd of cattle but it cannot afford even
the existing one.

The second point completely over
looked by Harris is the following. We
said that India needs all the draught ani-
malsthat there are; that, with the existing
technology and institutional
arrangements, their number cannot be
reduced Very well. Does India need all
the cow that there are in order to repro-
duce the present stock of draught ani-
mals? More specifically, must al the
calvesthat areborntoday beborninorder
to replace the present stock of draught
animals? The answer to this question is
astraightandsimple*No’. It can beeasily
demonstrated that many more calves are
born today than are needed and that the
excess young stock is severely culled
through aprocess of deliberate starvation
so much so that barely one-third, of the
calves are allowed to reach the adult age
of 3.
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We should therefore conclude that
there is a distinct possibility, worth
exploring, that acattle population smaller
in number but better fed than at present
will make a better contribution in milk,
traction and dung to human survival and
well-being in India. Even if we suppose
that, because of prevailing technology
and institutional arrangements in Indian
agriculture,itisnot possibletoreducethe
number of draught animals very much,
thelarge number of cows appearswholly
unjustified. It seems that a smaller num-
ber of better-fed cows will contribute
moremilk and dung and will giveenough
calves to replace the needed stock of
draught animals. Harris's cultural eco-
logical view to the contrary appears
unconvincing and illogical.

v
Ecological of Starvation

Let us now consider beef and hides
being the contributions which cattle
Make to human survival and well-being
on their death. As Harris says, in spite of
the doctrine of cow-worship, India's
cattle do not fail to make this contribu-
tion. He notes. "Few, if any, Hindu
farmerskill their cattle by slaughter. But
it is, not true that they do not kill their
animals when it is economically impor-
tant for them to do so. People will admit
that they ‘neglect’ their animals, but will
not openly accept responsibility for the
etic effects, i.e., the more or less rapid
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death which ensues. There is much evi-
dence that the Hindu farmer calculates
carefully which animals deserve more
food and attention. He culls his stock by
starving unwanted animals and also,
under duress, sells them directly or
indirectly tobutchers. Thelndian peasant
isnothing if heis not practical."

Thisisquitetrue. But, if Harrisknows
so much, one wonders why in another
place he asksrhetorically: "How then do
peasants tolerate the widely reported
herds of useless animals?' and answers:
"Perhaps, ‘useless means one thing to
the peasant and quite another to the
price-market - oriented agronomist”. In
fact there is no conflict between the
practical calculating farmer and the
price-market oriented agronomist. As
Harris say, the Indian farmer "calculates
carefully which animals deserve more
food and attention” and when he dis-
covers that some of his animals do not
deserve any more food and attention, he
"culls his stock by starving unwanted
animals'. What does it mean? It means
plainly that the farmer finds that all the
useful contribution some of his animals
may make in milk, traction, dung and
reproduction is not worth the food and
attention he may haveto expend on them
to keep them alive. This is the simple
meaning of the animals being "useless’
and there is no conflict between the
farmer and the agronomist on this point.
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Harrismay of course, accusethepractical
calculating farther, aong with the
agronomist, of being ‘price-market-
oriented’. The Indian farmer may indeed
welcome such accusation coming from
an American cultural-ecologist, because
he has been far too much accused by the
American agronomist of being exactly
the opposite.

Thereisno conflict betweenthefarmer
and the agronomist. The conflict is
between the practical calculation of the
farmer and the Hindu doctrine of cow-
worship. Caught between this conflict,
the farmer resorts to the only alternative
which is open to him, namely, ‘ neglect’
of what he considers ‘useless’ animals.
Heneglectsthemand refusestogivethem
any morefood and attention. Theanimals
on their part, deserted by main begin to
fend for themselves and to live on any-
thing from garbage to standing crops
which they can put their mouths to. The
more aggressive and virile anong them
soon turn wild, and roam the countryside
in marauding herds destroying crops
sown by man. Most other, sooner or later,
succumb to malnutrition, consequent
disease and dire starvation. But, while
they live, Harris wonders "how do the
peasantstol eratetheuselessanimals' and
suggeststhat they may not beusel essafter
al. This, | suppose, is ecologic.
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Asan aside, we may note how cultural
ecology accounts for and justifies stray
cattle or even marauding herds of cattle.
Harrisis aware of these phenomena and
argues: "Many who protest most against
destructiveness of marauding herds of
beasts may perceive the situation from
very special vantage pointsin the social
hierarchy. But to have one’'s cow to eat
other peopl€e’s crops may be a very fine
solution to the subsistence problem of
those with no crops of their own." The
sociaistic fervour of this argument
should surely put to shamethe, advocates
of socialistic pattern of society in India.

Harris seemsto believe that the Indian
farmer does not send his useless animals
to the butcher because "the low price of
beef, caused by the beef-eating taboo,
makesit economically infeasible to send
animalsto slaughter.” Thisisnot correct.
Thebeef-eating taboo probably keepsthe
price of beef low. But it would never-
theless pay to send the anima to the
butcher rather thanallow itto starve. This
should be obvious. An animal beforeitis
neglected and starved hasmoreand better
beef in it and aso a better skin on it.
Naturally, it would fetch the farmer a
better price if he sold it to the butcher
rather than allowed it to starve, and tall
to the ground. A Hindu farmer does not
send his animal to the dlaughter not
because it is "economically infeasible’
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but because it directly, offends the doc-
trine of cow-worship. If this doctrine
were to be dropped, there is little doubt,
that the farmer would sell his useless
animalsto the butcher rather that neglect
and starve them to death as at present. If
this were not so, what does Harris mean
when, he says that "under duress' the
farmer, sellshisuselessanimals"directly
or indirectly to butchers'? It only means
that when the farmer is too hard-pressed
to afford the luxury of cow ship, he
contrives to send his animals to the
butcher.

But, ordinarily, the Hindu farmer
patiently suffers the luxury of cow wor-
ship and rarely sends his animals to
slaughter. Consequently, the mgority of
Indian cattle at present die of ‘natura’
causes, primarily malnutrition and
deliberate starvation and only few by
slaughter. For information, only about 5
per cent of all deathsof cattleinIndiaare
by slaughter. But thisdoesnot prevent the
cattle making their final contribution of
beef and hides to human survival and
well-being. Harrisnotes: " Although most
Hindus probably, do not consume beef
theeco-system under considerationisnot
confined to Hindus. Much of theflesh on
the 25 million annually dead cattle and
buffaloes probably gets consumed by
human beings whether or not the cattle
dienaturally." Also, "Theslaughter taboo
does not prevent, depressed castes from
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utilising skin, hornsand hoofsof thedead
beasts. Thequality of India shugeleather
industry leavesmuchtobedesired but the
problem is primarily, of outmoded tan-
ning techniques and lack of capital, not
ahimsa." All thisis substantially correct.
But, from this, Harris concludes that if
animals are daughtered rather than
neglected and starved to death, it will
have "deleterious consequences to the
rural tanning and carrion-eating castes."
| confess| do not see how.

So far as | can see, there need be no
deleterious consequences to the tanning
castes. If animals are slaughtered, there
will be more hides becoming available
for tanning because as is known, a num-
ber of fallen hides, estimated to be about
a third of the total, are presently not
recovered because the tanner does not
reach them in time. Moreover the hides
will bein abetter conditionif animalsare
dlaughtered in good time rather than
starved and allowed to fall to the ground.
The utilisation of bones, horns and hoofs
of the fallen cattle is even more incom-
plete; presently, probably no more than
15 per cent are utilised because,
presumably, their collection from awide
areais not economical. The fat from the
bonesis also amost totaly lost before
they areso collected. Other productssuch
as blood, casings and glands of great
pharmaceutical importance cannot be
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recovered at all fromthefallen carcasses;
these can be recovered only from,
scientific slaughter.

So far as the carrion-eating castes are
concerned, we should note that some of
them have reportedly given up carrion-
eating because untouchability goes with
carrion-eating and to get untouchability
removed, carrion-eating has to be aban-
doned. The flesh onthefallen animalsis
therefore probably no longer being
utilised asfully asin earlier days. In any
event | suppose, the carrion-eating castes
may not resent a change from carrion to
slaughter beef.

But Harrisraisestherelevant question
whether the carrion-eating casts can
afford slaughter beef. He says: "Indeed,
could it be that without the orthodox
Hindu, beef-eating taboo, many margina
and depressed castes would be deprived
of an occasional, but nutritionaly criti-
cal, source of animal protein?' It seems
that Harrisis equating cow-worship with
the beef-eating taboo. This is not neces-
sary. Of course, beef-eating taboo fol-
lows cow-worship. But giving up
cow-worship does not necessarily imply
giving up beef-eating taboo. Many Hin-
dus do not eat the meat of buffaloes,
horses, camels, donkeys and pigs; but
they would have much less abjection, to
the dlaughter of these animalsthan that
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of cattle. Hence, it the doctrine of cow-
worship is given up a farmer will begin
tosell his* useless' animalstothebutcher;
but he may not necessarily accept beef in
his diet. In fact, it seems certain that
beef-eating taboo will last much longer
than cow-worship.

Consequently, if moreanimalsare sent
to slaughter the price of beef will fall but,
presumably, never so low as to make
starvation of animals to death, more
economical than sending them to
slaughter. The lower price of beef will
enable some of the carrion-eating people
toshift to slaughter beef. Of course, some
of them may not be able to buy enough
beef even at the lower price; but they will
lean to do without. They will not be the
only people who will not have enough
animal protein. There will be non-
carrion-eaterstoo who may not be ableto
buy enough slaughter beef. Besides, there
will be non-beef-eaters who may not be
able to buy enough of other meats
because their prices may be relatively
high. Carrion-eating is surely not the
fulcrum of India's cultural eco-system
and the system will not collapse if
carrion-eating vanishes.

\Y
Slaughter vs Starvation

Let us return to the central issue will
slaughter, rather than starvation killing,
improve the supply of animal protein
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from cattle both in the form of milk and
beef including carrion? The answer to
this question is a simple ‘Yes'. Never-
theless, it will be convenient to consider
it in two stages. In the first stage let us
suppose that cow-worship is given up
but beef-eating taboo persists in large
measure. As we have seen this keepsthe
price of beef low but not so low that the
farmerswould rather starvetheir animals
to death than send them to slaughter!
However, becausethe priceof beef islow
thefarmerswill send only their * useless
animals to saughter. Nevertheless, they
will send them to slaughter in good time
namely before they are neglected and
starved. Thereason, as we havenoted, is
that there is more and better beef in the
animals at this stage than after they are
neglected and starved. It follows that
daughtering of animals rather than
starving them to death will increase and
improve the supply of beef.

Slaughter has another advantage over
neglect and starvation. Animals when
they are merely neglected, continue to
subsist, on something until they inevita-
bly succumbto starvation. Hence, though
they are useless they are not entirely
costless. Slaughters by removing such
animal saltogether, makes such resources
available to the productive animals and
consequently may improve their pro-
ductivity. Inparticular, if ‘useless’ cows
are sent to slaughter rather than allowed
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toliveinastate of neglect and starvation,
the productive cows may have a little
more to eat and may yield some more
milk.

Hence, it seems that slaughter rather
than neglect and starvation of ‘useless
animals will improve the supply of ani-
mal protein from both milk and beef.
These areimportant gainsfrom slaughter
of ‘useless’ animal’s. However, they will
remain only marginal so long as the
beef-eating taboo persists.

Real fundamental changesin the cattle
economy can come about only when The
beef-eating taboo breaks down substan-
tially. Asmentioned earlier, thisisbound
totaketime, Beef-eating taboo may break
down gradually with the development of
more rational attitudes towards these
matters. But moresurely and directly, the
taboo will break down under the pressure
of low price of beef in comparison with
prices of other meats such as mutton.
Under pressure of continued price dif-
ferential between beef and other meats,
part of the demand will inevitably shift
from other meats to beef. This will
support the price of beef and the price of
beef will begin to rise.

When this happens a fundamental
change will occur in the attitude of the
farmer towardshis cattle. When the price
of beef isvery low, afarmer will not send
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his animal to slaughter until he is con-
vinced that the contribution which the
living animal may makein milk traction,
dung and reproduction is not worth the
food and attention he hasto expend onit
tokeepitalive. But oncethe price of beef
rises substantially, farmer will face a
quitedifferent situation. Hewill begin to
compare the value of milk, traction dung
and reproduction which theliving animal
makes, not with the cost of keeping it
alive, but with the price it may fetch if
sent to slaughter short. Consequently, he
will be inclined to send the animal to
daughter earlier than otherwise and
hence with more and better beef in it.
Indeed, if the price of beef is high
enough, he will find it worth his while
feeding some animals, not so much for
milk, traction dung reproduction as for
the beef they accumulate on themselves.
He will feed them so long as the addi-
tional beef they produce isworth the cost
of their feeding and then send them to
slaughter. Thus, hewill findit possibleto
fatten some animal s before sending them
to slaughter. In other words, aproper beef
producing industry will emerge. Inshort,
under incentives provided by the high
price of beef, the production of beef will
of beef will increase.

It needs to be pointed out that the beef
industry does not necessarily deplete the
stock animals continuously. Many
Indians, not beingfamiliar withthenature
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of the beef industry, harbour this mis-
conception. The beef industry in, thefirst
place enables the stock to be maintained
atthedesired, level, by culling the excess
stock Secondly, it enablesthe stock to be
culled selectively and not indiscrimi-
nately as happens with the process of
starvation; witness the large number of
starvation deaths among young stock
whileold decrepit animalslive. Thus, the
beef industry does not deplete the stock
continuously and indiscriminately it
rotates the stock more frequently by
replacing the less efficient by the more
efficient animals. This improves the
production not only of beef but also of
milk because the beef industry also helps
keep the dairy stock rationalized Indeed
the beef industry is economically the
most efficient method of regulating the
number and quality of the Stock of
animals so that a stock of optimum
efficiency is constantly maintained. It is
thusthat the entire structure of the cattle
economy gets fundamentally altered. It
advantages are too obviousto need more
explanation.

But again, Harris has his peculiarly
ecological view. Hesays: "Sincetheleast
efficient way to convert solar energy into
comestibles is to impose an animal con-
verter between plant and manit should be
obvious that without major technical
innovations or drastic population cuts,
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India could not tolerate a large beef-
producing industry. This suggests that
insofar as the beef-eating, taboo helps
discourage growth of beef-producing
industries, it is part of an ecological
adjustment which maximises rather than
minimizes the calorie and protein output
of theproductiveprocess." Inshort Harris
think that breakdown of the beef-eating
taboo and consequent emergence of a
beef-producing industry will reduce
rather than increase the calorie and pro-
tein output of the productive process.

It seems to me that Harris has now
turned full circle. Consider first the
proposition that "the least efficient way
to convert solar energy into comestibles
istoimposeananimal converter between
plant and man". 'We should note that
Harris makes a distinction between the
calorie and protein content of the
comestibles. He also makes s distinction
between vegetable and animal Proteins
and believes that animal proteins are
nutritionally critical (vide, "Indeed, could
it be that without the orthodox Hindu
beef-eating taboo, many marginal and
depressed casteswould be deprived of an
occasional, but nutritionaly critical
source of animal protein?'). Hence if we
suppose that the comestibles for human
beings should have enough calories,
sufficient proteinsand at | east the critical
amount of animal proteins, one wonders
whether imposing an animal converter
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between plant and manisin fact theleast
efficient way to convert solar energy into
comestibles.

But let us take the proposition to be
true. Should not its application be
extended to other meats such as mutton
and poultry? As Harris knows, in India,
there is no taboo against these meats
comparable with the beef-eating taboo
and Indiahas alarge population of goats,
sheep and poultry imposed between plant
and man converting solar energy into
comestibles. | suppose Harris will view
thisas afailure of the ecological process
of adjustment. Evidently, beef-eating
taboo does not go far enough in the
ecological process of adjustment which
Harrisisenvisaging; it needshundred per
cent vegetarianism.

Indeed, even hundred per cent vege-
tarianism would not do because, though
vegetarianism would not recognise it as
such, milk too isan animal product and,
in India, some cattle are kept for milk. |
suppose Harris will recognise this as yet
another failure of the ecological process
of adjustment. To belogically consistent,
Harris should argue that a milk-drinking
taboo added to total vegetarianismwould
have maximised further the calorie and
protein output of the productive process
inIndia

JOURNAL OF INDIAN SCHOOL OF POLITICAL ECONOMY

JULY-DEC 2022

As we have noted. Harris began by
enumerating milk, traction, dung, beef
and hides as the principal positive func-
tioned contributions of India's sacred
cattle to human survival and well being.
It seems we should now drop both beef
and milk out of thelist. We are then left
with traction, dung and hides. But are not
traction and dung also contributions, of
cattle by means of which they indirectly
convert the solar energy into comesti-
bles? As Harris says. "The principa
positive ecological effect of India's
bovine cattle is in their contribution to
production of grain-crops from which
about 80 per cent of the human calorie
ration comes." Thisthey do by providing
traction for agriculture. On dung, Harris
says. "Since grain-crops, cannot be
digested unless boiled or baked, cooking
is indispensable” and "In India cattle
dung is the main source of domestic
cookingfuel". Further: " Asmanure, dung
enters the energy system in another vital
fashion ... The sedentary, intensive rain-
fall agriculture of most of the subconti-
nent is heavily dependent upon
manuring”. It is thus that, by supplying
traction and dung, cattle help indirectly
to convert solar energy into comestibles.

Hence, if we accept the proposition
that imposing an anima converter
between plant and man is the least effi-
cient way to convert solar energy into
comestibles, we should also drop traction
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and dung from the list of positive func-
tioned contributionswhichIndia ssacred
cattle make to human survival and,
well-being. How then do we fit in the
symbiotic syndrome so large a cattle
population imposed between India's
meagre plant life and large human pop-
ulation?

It seems to me that Harris has moved
full circle through the confusion sur-
rounding the Sacred Cow, touching her
piously at both endsand inthemiddle, as
a good Hindu does, and is now back
where he started, standing face to face
with the Sacred Cow, unable to separate
emicsfrometics. Hemay rest assured that
many, before him, have done precisely
the same, but without assistance from
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Cultural Ecology.

Thetruth seemsto be that, considering
the kind of comestibles that man needs,
imposing an animal between plant and
man may not necessarily be the least
efficient way to convert solar energy into
comestibles. But the number, kind and
quality of the animals to be so imposed
must surely depend upon the plant life
available for such conversion. Whatever
be the most appropriate number and
quality of animals needed for this pur-
pose, they cannot be secured except by
firm, regulation and control of animal
population; surely not by the automatic
adaptive processes of Cultural Ecology.
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PREFACE

This paper surveys the main varieties of urban modelswith aview to finding
approaches that can be useful for understanding cities in less devel oped countries.
Some comments are also offered on the complexity of urban phenomena which

intrinsically cause difficulties in formulating urban economic models.

Notationis alwaysa problem when comparing alarge number of models. Here
we have tried to maintain a consistent notation so that the same letter stands for
similar variablesin different models. One hasto say "similar" since each model has
its own variation in the definition of essentially the same variable. The notation is
explained as it is introduced, and every effort is made to maintain reasonable

comparability with the original articles.

| am indebted to the following who read thefirst draft with care and graciously
provided useful comments: Orville Grimes, Jr., Peter Watson, Edward Holland, J.
Ben-Bouanah, Sven Sandstrom, Chris Turner, Raymond Struyk, James Ohls and
Edwin Mills. The final form of the paper owes much to the diligence and care with
which Bertrand Renaud and Douglas Keare have read and re-read it - always pro-

viding helpful critical comments and not letting me get away with much.
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SUMMARY

Thispaper exploresthe possibilities of
applying current urban modelling tech-
niques to cities in less developed coun-
tries. Some problems intrinsic to the
modelling of urban areas are discussed
first. Uncertainty about the present,
unforeseen changes in the future, indi-
visibilities and economies of scale are
posited asthereasonsfor the existence of
cities, and these are the phenomena
which are most difficult to codify and to
include in models. The peculiarities of
cities in LDCs are then described to
explainwhy modelling their activitiesis
an even more complex task than model-
ling Western cities. These peculiarities
stem from unprecedentedly high
population growth rates in LDC cities,
the co-existenceof high andlow levelsof
technology, along with predominantly
low incomes and the decline in relative
prices of transport and communications
as compared with a century ago. Before
areview of modelsis begun the criteria
for model evaluation are set out.

Urban models are divided into two
classes: analytic models and operational
or policy oriented models. Theformer are
mainly based on economictheory and are
usually aggregate type models attempt-
ingto offer basicinsightsintourbanform.
Almost al of these models investigate
optimal residential location -- either from

the point of view of the household itself
or for maximization of social welfare as
expressed in a welfare function. Partic-
ular attention is paid to the land/transport
trade-off; the uniqueness of location; the
effects of transport congestion on city
form; and the consequences for egali-
tarian welfare functions. Though these
models are at a sufficiently theoretical
plane, they should be regarded as con-
ceptua building blocks towards more
realistic models.

Operational models characteristically
require the use of a computer for their
solution. There are two basic strands in
such urban modelling: the social physics
variety now based on entropy maximi-
zation techniques and the behaviora
variety mainly drawing on the economic
anaytic models. The socia physics
variety of models is introduced with an
explanation of the increasingly used
entropy maximization techniques. The
objective todistribute activitiesspatially
in acity. A of these models is typical
output of amodel would be allocation of
residential and employment in the city --
often disaggregated by socio-economic
types location by zones of households,
types of residentia structures, types of
employment, etc. These models repro-
duce current city structures fairly accu-
rately, after careful calibration. However,
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without behavioral underpinnings, their
methodological basis raises doubts as to
their usefulness as predictive or planning
tools, given the rapidly changing condi-
tions of IDC cities. The behavioral
models reviewed have many pleasingly
realistic features, however, they are to
unwieldy to operate, are highly data
intensive and do not easily permit eval-
uation of alternative courses of action
within a redlistic decision-making
context. Thus many of the operational
models tried so far are found to be of
limited practical usein LDC cities.

Some productive approaches to urban
modelling in LDC cities are suggested
on the basis of three models: each quite
distinct in approach. The first is the
multi-level approach to modelling of the
Master Planning can Commission of
Stockholm. Their model be operated at
various levels of aggregation and is par-
ticularly suited for dialogue with
policy-makers. Moreover, it is an
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evaluative model. The second is the
Urban Institute Housing Model which
models the behavior of households,
owners, a building industry and gov-
ernment by positing’model’ representa-
tives of each group. Thus the model is
small in size and flexible in data
requirements, though mathematically
complex. Itisparticularly well suited for
modelling thedirect and indirect effects
of different governmental policies.
Finally, Apps model of housing demand
at adisaggregated level ispresented asan
exampleof auseful explanatory model to
explore behavioral relationships and
parameters which can then be used in
operational models.

Itisthe maor conclusion of this paper
that analytic and operational models for
LDC cities have to be developed ssimul-
taneously: operational models should be
of small, sketch-planning types while
analytic models can be more disaggre-
gated.
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. INTRODUCTION

1.1 WhyMode Citiesat All?

"But as for those who posit the
ideas as causes, firstly, in seeking
to grasp the causes of the things
around us, they introduce others
egual innumber tothese, asif aman
who wanted to count things
thought he would not be able to do
it while they were few, but tried to
count them when he had added to
their number".

Aristotle (Metaphysics Book 1, Ch.9)

Such was Aristotle’ s criticism of Pla-
to's Theory of Forms. Plato sought to
comprehend reality around him by
defininggeneral ' Forms' andinterpreting
things similar to them as their particular
manifestations. The objective was tc
reduce the size of the problem by having
to comprehend only classes of things
rather than each by itself. The difficulty
with this was, however, a question like,
"what isthe essence of atablethat makes
it atable?'. Thus ultimately the number
of Forms precisely equals the number of
"things around us and our quest for
comprehension of the universe brings us
back to our starting point.

Such is aso the predicament of the
urban mode! builder. One seeksto build
amodel of an urban environment withthe
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object of reducing the complexity of the
observed world to the coherent and rig-
orous language of mathematical rela
tionships. (Lowry, 1965). When this
language becomes complicated or the
sizeof the’ simplified’ model becomesso
large that it assumes a complexity of its
own, one begins to question the useful-
ness of such an exercise. Thus when a
model of an urban environment is sought
itiscrucia to keepinmind the objectives
of the exercise.

Planners and policy makers in the
urban sphere have become prisoners of
theideathat inthe city everything affects
everything else. (Lowry, 1965). If,
indeed, everything is interrelated then
every public decision needs to be an
informed oneif it isto achieve its aims.
The urban policy makers must be aware
not only of theimmediate effects of their
decisions but of the indirect effects as
well. For example, the provision of anew
speedy travel mode has the direct effect
of reducing travel time for its users.
However, itsindirect effects on industry
location and consequently on employ-
ment and residential location could befar
greater in magnitude. The policy-maker,
knowing the existence of such interre-
lations, demands knowledge of their
magnitudes. Hence, the demand for
models. Modelsshould thereforehelpthe
policy maker in understanding the
underlying  determinants of spatia
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location within a city; in analyzing the
causes of city growth and decay; and in
predicting future land uses in specific
parts of urban areas. If amodel can help
to show that commercial development A
will takeup X hectaresof city center land,
cause y percent more traffic congestion,
and generate, z percent less tax income
and jobs in ancillary industries than
industrial development B, then a policy
maker will be interested in that model.

These, however, are a daunting set of
demands which social science can
scarcely supply even if some of its
practitioners pretend that they can.
Recent developments in computer tech-
nology and in the use of mathematical
techniques in the social sciences have
raised people s expectations of what can
be predicted about the future. Social
scientists themselves have been instru-
mental in raising the level of demands
that policy makers make of them. This
resultsin disappointment more oftenthan
not.

In the context of urban systems the
demand for modelsis particularly great
because of thelarge number of variables,
large number of available policy param-
eters, the complex interrelationships
among them and the long term
consequences of public decisions. The
sheer size of the number of variables
would not be much of a problem if they
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were not thought to be correlated. If they
were independent, problems could be
solved partially or sequentially and there
would be no need for models. Planners,
therefore, need models for the following
purposes.

(i) prediction and projection

(i1) impact analyses of alternative strat-
egies

(iii) plan design

(iv) educating planners

(v) controlling and directing urban
change.

A comprehensive model would be one
which met all these needs. Such amodel
has not yet been formulated. Different
models meet different needs. The fol-
lowing kinds of models can be distin-
guished:

(i) theoretical

(if) policy making

(iii) data manipulating
(iv) educationa

(v) measurement devices.

Theoretical models are at a high level
of abstraction seeking to gain basic
insights into urban structure. Such mod-
elscan beuseful in educating plannersas
well asin the design of more operational
models. Policy making models can be
merely predictive, or optimizing or of the
impact analysistype: they all seek to help
planners and policy makers. Data
manipulating models, (e.g., input-output
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models) are good devices for checking
consistency of data while they can also
throw light on the structure of some
interrelationship. Educational models
can be game playing devices with which
planners can be educated. While they
may not be strictly operational policy
makers can use them to test possible
effects of policies.

It is evident from this classification
that it isnot amutually exclusive nor an
exhaustiveone. Itispresentedtoillustrate
the point that different models do dif-
ferent things which attempt to satisfy the
different needs mentioned earlier. Users
of models must be as clear about what
they cannot do as about what they can. If,
for example,amodel ismerely predictive
(in the positive rather than normative
sense) it must not be taken to imply what
ought to be.

In conclusion, policy makers must be
clear about why they want to model cities
before they set about financing model
builders’ dreams. They then have some
chance of achieving their objectives.

1.2 Some Reflections on City Phe-
nomena

Having concluded that there is some
need for models of the urban environ-
ment, it is appropriate to reflect on the
intrinsic characteristics of cities which
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cause problems for model builders. City
phenomena are replete which analytic
inconveniences such as increasing
returns to scale, indivisibilities, interde-
pendencies and minimum size thresh-
olds. Some of these can be captured by
models and some cannot. Whatever the
case, they arethe phenomenathat need to
be studied and understood.

To comprehend and, perhaps,
mani pul atethe structure of citiesweneed
some understanding of why they exist in
the first place. Cities have existed for a
long time. Jane Jacobs (1970) hasoffered
some conjectures on the reasonsfor their
existence and their role in economic
development over the ages. Sheis of the
view that citiesarethe primary economic
organsand that most (if not all) economic
advances of note have taken place in
cities. Sheevenarguesthat agriculture(as
weknow it) startedin citiesand only later
spread to the countryside. Furthermore,
most agricultural innovations have been
city-based and agricultural productivity
is therefore a derivative of city produc-
tivity. Whatever the merits of her histo-
riography and chain of tempord
reasoning some lessons can be drawn
from her work. The main oneistheidea
of cities as centers of innovation. One
immediately wonders ‘why are cities
innovative? Words such as agglomera-
tion, proximity and minimum threshold
Size come to mind but more precise
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explanations do not. The ideas of
agglomeration and proximity are at the
root of the existence of cities and
immediately point to the importance of
the spatial structure of cities.

Many cities evolved originaly as
market or trading centers. This was nec-
essary for product marketsto expand and
consequently for economic growth.
Roland Artle (1972) has suggested that
the characteristics of the income elastic-
ity of demand for goods provide us with
cluesastowhy citiesinvariably seem to
go together with economic growth. It is
the essentially simple idea that the
income elasticity of demand for primary
goodslikefood islow and declining with
income while that for urban type goods
and services is high and increasing with
income. The question then is, ‘can these
products be manufactured and provided
inrural areas? Theanswer appearsto be
negative. Even craft products need mar-
kets and capital. Only if a craftsman can
expect to sell this product can he afford
to invest in capital. Risks are reduced if
he has proximity to his customers and
more so if the potential number of cus-
tomers is large. The production process
does not need economies of scale for the
size of expected market to be a factor.
Such a consideration for production is
difficult to capture in a mathematical
model.
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As markets expand and production
increases concern over availability of
inputs also becomes important. The
likelihood of obtaining labour, more
importantly labour of the right type, at a
given time is clearly greater in a con-
centrated population than in one that is
dispersed. Other inputslikeraw materials
and manufactured goods are also easier
to obtain. We thus have the notion of
interdependenci es between products. We
must distinguish between two kinds of
interdependence. One is the kind repre-
sented by aninput-output matrix. A dense
matrix, i.e., one with many non-zero
entries represents a high level of inter-
dependence. Theprocessof productionis
then an intricate mesh: most products
require as inputs many other products.
This can be termed technological inter-
dependence. Such interdependence does
not necessarily produceacity if transport
costs are not high. As Moses and Wil-
liamson (1967) have attempted to show,
citiesthat grew in the nineteenth century
have the structure they do because the
cost of moving goods within cities was
high relative to (a) moving peoplewithin
cities and (b) moving goods between
cities (by train or water transportation).
Industrieswerethuslocated very densely
andnear major transportationmodes. The
advent of the truck made intracity trans-
portation of goods cheaper and this is
posited as one cause of decentralization.
The other kind of interdependence arises
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from technological interdependence but
ismorerelated to ‘ uncertainty’. Physical
proximity of establishments is then of
some economic benefit. Vernon (1959)
found thisto be amagjor characteristicin
relation to the existence of certain types
of industriesinNew Y ork City. Activities
which are dependent on changing output
demand have to change their own input
demandsinresponse. Thenecessity todo
thisin ashort time span makes proximity
necessary. Risk is spread: asupplier who
loses one client can easily switch to
another before deciding to change his
product line. To summarize, technologi-
cal interdependence is important for
gpatial concerns because of transport
costs while the other kind of interde-
pendence is important because of infor-
mation costs and uncertainties.

Moving on to the wider aspects of
modern economic activity the interde-
pendence of production with such ser-
vices as banking, insurance, marketing,
etc. has become more important in the
agglomeration economies of modern
cities. Some of these economies can be
dealt with by thinking of indivisibilities
(or minimum threshold size) in the size
of such activities and can be represented
by constraints to a production function.
If, however, such activities are regarded
asinputsinto theproduction processtheir
representation is not so easy. Agglom-
eration is necessary for these activities
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because of the need for face to face
contact. One would have expected the
telephone and other communication
advances to make face to face contact
unnecessary, but this does not appear to
be so. It is, however, difficult to put
economic values on the benefits of such
contact and therefore to subsume it in
economic analysis.

The existence of economiesof scalein
certain industries is the next most
important reason for the existence of
cities. Even if a few industries exhibit
economies of scale their effect through
backward and forward linkages will be
much greater. We thus see whole cities
likeDetroit, which arebased primarily on
asingleindustry which has economies of
scale. Thiscan, of course, be represented
easily by production functions e.g. by a
Cobb-Douglas  production  function
whose sum of exponents is greater than
one. The problem created by such func-
tionsisthat they lose many of the ‘nice
properties of constant returns or
diminishing returns to scale production
functions,

Having dealt with the production side
it is aso import-ant to recognize the
indivisibilitiesand economiesof scaleon
the consumption side. There are many
collectiveserviceswhoseconsumptionis
characteristically joint. Learning and
research are activities which are done
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jointly; moreover, they are tightly cor-
related and further produce technical
change. They thrive on agglomeration.
The provision of health services, trans-
portation and recreation also tends to be
collective. The more densely an area is
settled (within limits) the greater are the
potentials for the use of such services.
Since such services are collective the
private market doesnot operatevery well
in handling them. Thus some kind of
public authority is necessary to provide
them. Consequently, policy makerscome
into play and ask for guidelinesto helpin
taking decisions.

Finally, there are ‘bads associated
with agglomeration. On the production
side there are negative externadities like
pollution and monopoly resulting from
economies of scale. On the consumption
side, over-crowding can make the pro-
vision of collective services difficult.

In addition to the problems mentioned
above, although in part because of them,
cities change in rather unpredictable
ways. Thegrowth processisof twokinds:
one is the multiplication of existing
facilities and the other is the initiation of
new activities. The stability of a city
depends on its ability to cope with
change. Most industries have long term
cycles. they are created, go through a
boom period and then decline. If acity is
based on oneindustry the city itself goes
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through the same cycle. If, however, the
city isbased on avariety of industriesit
isunlikely that all their cycleswill bein
phase and the city will then be seen to be
more flexible and able to cope with
change. At any onetime, then, therewill
be both efficient and inefficient indus-
tries. Thisis, perhaps, what Jane Jacobs
means when she says that cities need to
have inefficiencies and impracticalities
built into them to cope with the uncer-
tainties of chaning technology and the
economic environment. This is not
unimportant, since urban infrastructure
usually lastsabout fifty years. Apart from
single industry bases, cities built with
single transport modes are more vulner-
able than others. European cities built
when no motorized transport was
available have adapted well to the many
changes in the modes of transport that
havetaken place over the past century. In
contrast, North American cities built in
the last seventy to hundred years are so
dependent on automobile transport that
they will find the effects of oil pricerises
more difficult to handle. Models can
scarcely capture such characteristics of
cities. If amodel isan optimizing oneand
is calibrated on contemporary data its
prescriptions may well produce an effi-
cient city for the present but a disastrous
one for the future.
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Uncertainty about the present,
unforeseen changes in the future, indi-
visibilities, and economies of scale have
been posited as the reasons for the
existenceof cities. Theseareprecisely the
phenomena most difficult to codify and
to include in models. At best approxi-
mations can be tried. Non-linearities can
be built in but they make solution and
handling of the model more difficult.
Complex interrelationships between
variables and the durability of structures
also makes the impact of decisions more
difficult to analyze. Thusmodel builders
have to be modest about what they are
trying to accomplish and policy makers
less sanguine about what they can expect
from models.

1.3 Citiesin Less Developed Countries

Cities in the less developed countries
are in many ways even more difficult to
handle than those in the Western world.
The main reason for these difficultiesis
that unlikemost Western citiestheformer
have grown suddenly and explosively in
the present century and have attained
sizes comparable to those elsewhere but
at lower levels of income. Anaysis is
morecomplex because of the coexistence
of technology from different When ana-
lyzingtransport systems, for example, we
havealimited number of modestoworry
about in Western cities. In an Asian city,
the other hand, the electric train coexists
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with the hand-pulled rickshaw, bicycles,
scooters, automobiles and, of course,
walking.

Even during the period of rapid
urbanization in Europe, rates of popula-
tion growth in cities were on the order of
about 0.5 percent per year (IBRD, 1975);
whereas the populations of cities in the
LDCsarepresently growing at therate of
3to 7 percent per year. Withagrowthrate
of 0.5 percent European cities had time
to adapt and evolve asthey grew in size.
Diffusion of innovations was slow and
economic, social and political institu-
tions emerged to regulate patterns of
growth and to govern cities asthey grew.
This can be seen as an equilibrium
process, i.e.,, one which is roughly at
equilibrium at every stage.

The current LDC experience is quite
different. A primary factor is that the
population growth rate istruly explosive
as compared with historical experience.
Even with the best of intentions, con-
trolling this growth rate is not easy,
especially in the short run, for it has a
number of implications. First, thegrowth
rate of cities is high without migration.
Second, technical change in agriculture
which raises farm productivity has to
provide for the growing rural population
in addition to the burgeoning urban
population. In times when overall pop-
ulation growth rateswerelessthan 0.5%,
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a 3% growth in agricultural productivity
wastremendous. Now such agrowthrate
is barely enough to feed the rura pop-
ulation thereby leaving precious little
marketable surplus and hence a
sluggishly growing demand for urban
products. Cities are therefore not as
tightly connected with their hinterlands.
Third, a high population growth rate
implies that cities can become larger
without significant increases in the
urbanization levels of a whole country.
Fourth, such apace of increase makesthe
structural growth of the city even more
unpredictable and consequently more
difficult to manage.

The second mgjor difference from the
European experience is the coexistence
of “high’ and ‘low’ technologiesin LDC
cities. This makes the demand structure
of the rich qualitatively different from
that of the poor in a manner more pro-
nounced than that in European cities at
similar levels of incomes. Thus the
demand pattern of therich in LDCs cor-
responds roughly with the current
Westernrich. They demand, and receive,
services and products which use twen-
tieth century technology, while the poor
gtill live in much the same way as they
might have a century ago. Thus the
‘technological inequality’ in consump-
tion between the poor and rich is more
pronounced than the income inequality.
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The latter was probably quite similar in
Western citiesintheir early stagesto that
existing in LDC cities now.

Unlikethe European experience, then,
technological growth, income growth
and population growth are unbalanced in
cities in LDCs today. High population
growth and technological growth makes
it possible to have cities with a multi-
million population at low levels of
income. Thiswasjust not possibleinthe
last century. The sewage disposal, water
supply and transport problems of a city
of 8 million are qualitatively different
from those of a city of half a million,
whichwasthesizeof major westerncities
at similar income levels.

The third major difference is the
decline, in relative prices of transporta-
tion and communication costs. This
makes for less centralized cities, as seen
insomeurbandensitiesinLatin America.
Workers can live away from their place
of work; information and innovations
travel faster. Becauseof other imbalances
this diffusion is uneven and urban cen-
tered thereby making primate citiesmore
important. The international diffusion of
information as well as innovation rein-
forces this tendency of concentration in
primate  cities, thereby  further
exacerbating technology and income
inequalities. Elites are internationally
mobile: they characteristically have
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more contact with Western cities than
withtheir own hinterlands. Their demand
structure is therefore more in tune with
Western factor proportions. The obvious
urban effects are those in housing where
differences between rich and poor
become extreme.

These major differences combine to
produce effects which lead us to expect
cities which have a different spatial
structure from those for which models
and plans have been developed. Until
now, LDC cities have been |lumped
together and discussed as if they are all
similar, and different as a group from
Westerncities. Itis, however, worthwhile
to disaggregate them. Clearly, there are
systematic historical and geographical
differences among LDCs. The IBRD
(1975) classification, based on the
urbanization experience, is interesting,
but this paper is more concerned with
urban form. Our classification below
(suggested originally in Mohan, 1975) is
a hybrid one and consequently less well
ordered logically than the IBRD one:

(8 Pre-Industrial Cities: These are
cities which existed in LDCs before
colonization, or before the modern era
They grew ‘naturally’ with highly con-
gested central areas reflecting their
existence before the motorized age.
Having grown within and along with the
traditional economy they havetight links
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with their immediate hinterland. Their
own pattern of production, commercial
relationships and transportation patterns
can beexpectedtoreflect this. They often
have superimposed on them modern
influences usually characterized by a
modern business center existing along
with the old one though spatialy sepa-
rated. Examples of these are some cities
intheMiddle East and North Africa, e.q.,
Ibadan in Nigeria, Hyderabad and
Lucknow in India. Mombasain Kenva.

(b) Industrial Cities: These are usually
large port cities which were the main
colonial importing and exporting centers.
They are characterized by agreat amount
of Western influence. They have links
with awider hinterland, but thelinks are
purely commercial. They have few ‘tra-
ditional’ activities. Their structure is
more like Western cities, more geared to
motorized transportation. This category
should, perhaps, befurther disaggregated
toreflect varietiesof colonial experience.
Examples are Singapore, Hong Kong,
Calcutta, Bombay, Rio de Janeiro, and
Buenos Aires.

(c) Post Industrial Cities: These
should really be caled administrative
cities but are caled post-industrial for
logical neatness. They are post industrial
in the sense that they have really become
‘cities’ in the last two or three decade.
These cities are usually quite sparsely
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populated and much more planned (ini-
tially). They have grown primarily as
capital cities  with somewhat
guestionable‘ economicbases . Someare
inthe process of attracting moreindustry
and diversified economic activity in
addition to governmental activity.
Examples are Brasilia and most African
capital cities.

The object of giving this brief account
of different types of LDC cities is to
illustrate the reasons why these cities can
be expected to require different kinds of
anayses. They aso have, large differ-
encesin income levels which have to be
taken into account.

We now illustrate how the three major
differences between LDC cities and
Western cities combine to make the life
of model builders difficult.

(i) Rapid population growth of these
cities a low levels of income but with
high and low technology produces seg-
mented markets. Here we focus on the
resulting distinctions between the
‘forma’ and ‘informal’ labor markets.
Themodel builder isusually accustomed
tolookingonly at theformal markets. The
journey to work is then regarded as one
of the most important components of
urban economic models and asthe major
transport activity. Whether this is so in
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LDC citiesis not clear. With less orga-
nized economic activity employment
appears to be more diffuse. Firstly, the
large ‘informal sector’ provides moving
employment: hawkers, service oriented
people, etc., have no fixed place of work
but do have areas of operation. Such
employment may well account for about
10% of all urban employment, asin Peru.
Their journey to work cannot really be
defined and their work location coversa
large area. Secondly, small manufactur-
ers, artisans and shopkeepers often live
and work in the same location. They are
mostly self-employed and could account
for another 10% of urban employment.
Thirdly, it is often the case that people
commute from the neighboring country-
side and stay in the city for part of the
week and return to their homes for the
other part. Thusit would be surprising if
journey-to-work oriented models of
urban location are appropriate for LDC
cities. (However, preciseinformation on
these transportation patternsis scarce so
these remarks should be taken as specu-
lative). The informal market is itself
heterogeneous and the range of incomes
within it is large. Analysis is further
complicated by the fact that amajority of
informal sector workers are secondary
income earners in the household. This
makes the derivation of residential loca-
tion from work location much more
complicated. If poorer households
characteristically have more than one
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income earner then this problem is a
serious one for models generating resi-
dential location distributions. The exis-
tence of informal markets also causes
difficulties for models which are based
on the ‘basic’ or ‘export’ oriented
employment concept which is then used
to generate all other kinds of employ-
ment. Therelationships between markets
inLDC citiesneedsmoreinvestigation to
find such multipliers.

(if) Transportation modes. Anaysis
and model building is simplified con-
Siderably by the assumption of single
modes or, at the most two modes.
Existenceof lowincomesalongwith high
technology produces great problems for
the model builder in thisarea. In LDCs,
the poorest walk, those dlightly better off
use a bicycle, then a bus or atrain; and
the richest own automobiles. There are
aso other modes like the jeepney,
scooter, rickshaws and cycle-rickshaws.
Someevidencefrom Delhi (Sarna, 1975)
is worth quoting here. Excluding walk-
ing, 42% of commutersused bicyclesand
about 37% public transport. For low
income people at least 35% of work trips
were walking trips and about 25% for
middleincomepeople. Averagework trip
length was remarkably short: 12 minutes
for fast vehicles, 16 minutes for mass
transit and 11 minutes for bicycle users
(no data for walkers). This evidence
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coupled with the spatial origin of vehic-
ular work trips indicates dispersed
employment. Thosegoingtowork by fast
vehiclesliveclosest to thecity center and
those not using fast vehicles the farthest.
The calculation of urban transport costs
and their effect on residential location is
then not a simple task but one that
requires ingenuity if models are to be
developed and are to be of usein LDC
cities.

(ili) Housing: High migration rates,
low incomesand capital scarcity produce
squatter settlements, shanty towns and
slum areas. Such housing accounts for
about half of total housingin many LDC
cities. For model builders this produces
two problems. First, dataareintrinsically
difficult to gather from such neighbor-
hoods since many structures are illegal.
Secondly, the variety in housing is as
great or greater still than in modes of
transport. The production technology for
straw huts is clearly different from that
for tall buildings. Even if the form of the
production function is not different the
factor proportions are clearly so. In
Westerncitiesthisisnot thecase. At most
one can usefully distinguish between low
rise and high rise buildings. Production
technology isnot much different. InLDC
cities, different kinds of housing require
different kinds of inputs from different
markets and the housing market itself is
more segmented.
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(iv) Factor proportions: Theexistence of
a city implies higher capital-land and
capital-labor ratios (although the latter is
not obvious). Giventhat LDCsarecapital
scarce but have similar sized citiesasthe
West (in population) we should expect
thelir structuresto bedifferent. Giventhat
LDC cities do have some skyscrapers it
would appear that the mere existence of
such structures distorts the alocation of
urban resources. Large populations
densely packed in, drive up the price of
land in central cities, resulting in the use
of skyscrapers as a form of capital to
substitute for land. From the context of
the whole economy this may not be an
optimum allocation of resources. The
provision of urban services: sewerage,
water supply, electricity, roads, mass
transportation, etc., is necessary as well
as capital intensive. The factor propor-
tions in these activities are probably
nearer those in developed countries than
those in the country generally. Here the
problem is probably of limited techno-
logical choice. Nonetheless, it creates
alocational and financial problems for
LDC cities.

(v) Choice: Low levelsof incomelimit
the aternatives available to the poor.
Herethe model builder is perhaps helped
in that some distributions could be
over-determined. The limiting case
would be one where the poor may be so
constrained that their location decision
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has no element of choice. Usualy,
though, their choice is expected to be
limited, but decisions still have to be
made even if they are among a few bad
aternatives.

Finally, wecometo oneaspect of LDC
cities that is difficult to account for in
economic models (except exogenously)
but is in some sense the reason for
building such models. Thisisthe role of
publicauthorities, inthe spatial decisions
in the city. Households can be regarded
as utility maximizing and firms profit
maximizing. Modelling the behavior of
public authorities can follow no such
rules. Although centralized political
authority haslongbeenoneof thereasons
for the existence of some cities, it has
played an especially dominating role
since World War |1. Governments have
become more activein general sincethen
andparticularly soin LDCs. Theproblem
is further complicated by the fact that
though the effects of governmental
decisions are al pervasive in the formal
sectorthey arelessvisiblein theinformal
sector. Wehavevery littleinformation on
these effects. Theories adequately cap-
turing the interaction between govern-
mental decisions and economic activity
have yet to be developed, athough
governmental reaction functions and the
likearenow being posited. Somerolehas
obviously to beassignedto governmental
activity in urban models of LDC cities.
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This has to be exogenous as well as
endogenousfor the effectsof exogenous
public decisions are easily dealt with by
sengitivity analysis.

To summarize, the major differences
between LDC cities and Western cities
stem from:

a. The unprecedentedly high popula-
tion growth rates of most LDC
cities,

b. the coexistence of ‘high’ and ‘low’
technology along with predomi-
nantly low incomes; and

c.the decline in relative prices of
transport and communication
compared with a century ago.

These factors give rise to segmented
markets, the coexistence of many trans-
portation modes, squatter settlements,
shanty towns and slum areas; while the
high intensity of capital in urban areasis
not commensurate with factor propor-
tions existing elsewhere in the country.
These effects make forma models of
LDC cities difficult to develop. Because
information on LDC urban phenomenais
seriously lacking, these notions are
somewhat speculative.
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The next section suggests criteria by
which urban models may be judged.

1.4 Criteriafor Model Evaluation

In reviewing urban models the first
guestion to be asked isthe objectives of
the models. This has been addressed in
the first part of this section. In listing
criteria for judging models we present
one set for explanatory analytic models
and another for policy-oriented ones
because their objectives are different.

A. Explanatory Models

(i) Model Sructure: Model structure
shouldbe easily comprehensibleby those
reasonably literate in the field. Since
explanatory or analytic modelsoperate at
high levels of abstraction making many
compromiseswith redlity, their structure
must not be obtuse. If a complex reality
is being modelled we cannot always ask
for the model structure to be simple. But
a complex model structure can aso be
presented so that interrelationships
within the model are clearly articulated.
Thisis important because larger policy-
oriented models are often built on the
basis of these analytic models.

(ii) Correspondence to Reality: As
mentioned earlier, it is recognized that
analytic models have to make certain
compromises with reality to remain
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explanatory or analytic models within a
reasonable size. However, they are
explanatory only to the extent that they
explain some urban phenomenahowever
aggregated. Thus a good model remains
closetoredlity initsstructure and output.

(iii) Output: The results of a good
analytic model should give insight into
some aspect of urban phenomena. For
example, a model can focus on the
location decision and illuminate its
behavioral determinants. An explanatory
model is of little value if it does not
accomplish at least as much. It is at this
level of modelling that the rationale
behind urban structure is seen.

(iv) Normative and Positive Results:
Models should not create confusion
between what is and what ought to be.
Assumptions behind a good model are
made explicit. Thisisimportant because
theresults canthen bejudged onthebasis
of these assumptions. Moreover therole
of theassumptions intheresultscanthen
be clearly seen. If amodel is predicting
something, a good model should make
clear if it is a projection or if it is a
prescription for aplan of action. If itisa
prescription then the criteria for such a
prescription should be spelled out. This
is a problem when mere projections of
current trends are regarded as targets.
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Before proceeding to the criteria for
policy oriented modelsit is useful to see
some connections between the two kinds
of models. Explanatory models are not
necessarily small. They essentially seek
to further understanding of the urban
process. They cannot usually be directly
used in policy planning. Policy-oriented
models have to simulate reality reason-
ably closdly to aid in decison making.
They have to take account of all
interrelationships that have a bearing on
the problem under consideration. This
usually necessitates sub-models within a
larger model. The relationships in these
sub-models usually operationalize the
behavioral relationships found in
explanatory models. An analogy from
macro-economics is to use al the
research on the consumption function to
form the consumption equationsin large
econometric models. This set of equa-
tionscould be disaggregated for different
product marketsand could compriseaset
of 30-40 equations. Theform of all these
eguations would have come from the
basic consumption function studies.
Similarly, the insight of declining land
rents as one moves outward from a city
center when built into a policy oriented
model will probably be disaggregated
into segmented markets for different
kinds of demands - office space, resi-
dence, manufacturing, etc.
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Even highly theoretical models are
then not totally useless as long as they
exhibit the qualities specified above.
They ultimately becomeuseful for policy
design purposes through their utilization
in policy models.

B. Policy Oriented M odels

These models are usualy more diffi-
cult to evaluate since they are usualy
larger and more complex. They are
difficult to understand because of the
many bits of inputs that have to be fed
into them, the many equations which
constitute their structure and the many
outputsthey provide. They can bejudged
according to the following criteria:

(i) Objectives: Complex as they are,
policy-oriented models must be abso-
lutely clear about their objectives. Clarity
of objectives makes it easier for policy
makersto use them. They can then judge
if the model is accomplishing the objec-
tives it was designed for. A predictive
model isquite different in structure from
a prescriptive one. A spatially disaggre-
gated one is again different from an
aggregated one, and so on.

(i1) Data requirements: In evaluating
a model for LDC application its data
requirementshavetobelooked at closely.
As described later, half the budgets for
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policy-oriented models are characteris-
tically devoted to data collection. Since
data collection in LDCs is even more of
a problem, data requirements of models
have to be scrutinized even more care-
fully. Several issues are involved:

- measurability
- accessibility
- cost

It of ten happensthat somekindsof data
requirements are just not measurable.
They might fit into neat conceptual slots
but are not possible to measure in prac-
tice. Other kinds of data are measurable
but often not easily accessible. The
length of timeinvolvedintheir collection
iS a consideration that is particularly
important given that therate of growth of
LDC citiesis so high. If, for example, a
set of data requires two years to collect,
it may well become obsol ete sooner than
it is collected. Resources for such data
collection are scarce, as are the facilities
for processing such data. Thus, the more
a model uses readily available data, the
cheaper they are to obtain and the more
quickly the model can be put into oper-
ation.

(iii) Inputs. In the description of a
model there is often a great amount of
confusion between which variables are
endogenous and which are exogenous -
in other wordswhich variableshaveto be
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externally provided. Among the exoge-
nous variables, the distinction between
control variables and other variables
should be clear. Control variablesarethe
onesthat policy makerscan play with and
should therefore be made explicit. Their
operational meanings should also be
clear. The clear specification of inputsis
also important because it makes it easier
to understand what a model is --and is
not-- simulating.

(iv) Model Structure: Thisisthe core
of the model on which its usefulness
really depends. One believes a model to
the extent that one has faith in its struc-
ture. Wediscussvariousaspectsof model
structure:

-- Slmplicity: The structure of a good
model is such that it can be compre-
hended. It need not be simplein the sense
that it does not have complex
relationships embedded within it. It
should be simple from the viewpoint of
explanation. An opague structureissuch
that it seems like a black box which
cannot be easily explained. Such expla-
nationisfacilitated if the model has clear
connectionswith theory and isconsistent
with it. If it is not consistent it is useful
to explain why it is not. Thus the theo-
retical bases of a good model are made
explicit. Thisis particularly important if
amodel isto be used as a policy device.
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Policy makerswould be moreinclined to
believeresultsif they could comprehend
how these results come abouit.

-- Logical Sructure: Thisis a variation
of the issue discussed above. A logical
structure aids in comprehension.

-- Flexibility: Models are usually made
in relation to one city and then attempts
aremadeto apply themto other cities. On
the one hand, the more flexible a model
the better it is. On the other hand, flexi-
bility implies that the model is not that
closely related to the origina city and
therefore breeds some suspicion. If a
model is claimed to be flexible in this
respect justifications should be given
about its flexibility. Such justifications
depend on the kind of relationships
embedded in themodel. Istheflexibility
due to easily changed parameters which
differ from city to city or because the
relationships themselves can easily be
changed. If a model is lifted from one
country to another or from one cultureto
another, explanations should be given as
to the feasibility of such ajump.

Another kind of flexibility is in the
changeability of the parts of a model.
Where amodel is achieving a number of
objectives and has a number of sub-
models it is useful to know how tightly
interrelated these parts are. Are they
modules that can be lifted or whose
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sequence can be changed around to fit
different circumstances and objectives?
In this sense, the more flexible a model
isthe better it isaslong asthe flexibility
isexplicable.

Role of Model Sructurein Decision
Making:

Thestructureof the model affectsthe
outputs. Where the output is used for
decision making it should be possible to
decide whether certain results are due to
technical quirks of the model or are
believed to be inherent in the city as
modelled. In other words, clarity about
the model’s role in decision making is
desirable.

(v) Output: The policy maker receives
the output from the model. It should,
above al, be intelligible. What it repre-
sents should be clear. It should also be
reasonable in the sense of
correspondenceto reality. If aprojection
isawild oneinthat it isunexpected, then
it must be explained. Calibration of the
model is used to make its outputs rea-
sonable. Sinceall outputsarereally point
estimates of some distribution, some
indication should be given about their
level of accuracy. They should therefore
be accompanied with some tolerance
measures. Probability estimates are use-
ful when extrapolation isinvolved.
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Policy makersareal sointerested inthe
robustnessof outputs. They want to know
how sensitivethey areto policy changes.
Thus a good model should be capable of
providing sensitivity tests. In addition,
predictive outputs should be clearly dis-
tinguished from prescriptive ones.

(vi) Cost of Operation: Costs are of
different kinds. Firstly, there is the cost
of developing the model and putting it
into operation. Secondly, there are time
costs, i.e., onelikes to know how long it
would taketo put amodel into operation.
Thirdly, there are costs of skill. Clearly,
one would like all these costs to be
minimized. Sinceskillsareinparticularly
short supply in LDCs this is a crucia
variable for consideration. Furthermore,
sinceit requires intimate knowledge of a
city to build agood model, it isdesirable
to find models which can be built with
available skill levels. Finaly, one is
interested in the costs of running the
model - usually the cost of running the
model on acomputer.

In the reviews of models that follow
comments on the quality of models are
based on the above criteria. To the extent
that they are not always made explicit is
ashortcoming of thisevaluation. It would
therefore be useful to refer back to this
list of criteria while reading the evalu-
ations.
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In concluding this section it is
instructive to quote from Garry Brewer
(2973) when models should not be used
atal:

When - simpler techniques exist
- data are inadequate
- objectives are not clear
- short term deadlines exist
- problems are minor.

If any of these conditions exist the
guestion of evaluation of modelsdoesnot
arise, sincethey should not be used at all.

[I.ANALYTICAL OR EXPLANATORY
MODELS

2.1 The Classical Economic Models

Any review of urban economic models
must begin with the seminal contrib-
utions of Muth (1969), Wingo (1961),
Alonso (1964) and Mills(1967). They are
of the same family: utility maximizing
households constrained by their budgets
trying to find optimum residential loca
tions. The city islocated in afeatureless
plain and possesses a single Central
Business District ,(CBD) where dl
employment is located.

Muth’s households have a utility
function

U=U(x,q) 1)
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wherex represents consumption of goods
other than housing and q is consumption
of housing.

Thelr budget constraint is

M =x+p(u)g + T(u, M)
Tu>0

)

where M is household income;
u is distance from the CBD;
p(u) is price per unit of housing,
a function of distance from

CBD;

T is the cost per trip and is a
function of location and
income.

(and subscripts denote partial
derivatives, i.e., T,isdT/ du).

Incomeincludesmoney valueof travel
and leisure time. Prices of goods other
than housing and transportation are the
same everywhere in the city. Housing is
regarded as a bundle of servicesyielded
both by structures and the land they are
built on. These servicesare aflow not an
asset and thusthepriceisalso of theflow,
not of the asset. No distinction is made
between owners and renters since they
are both seen to be consuming abundle
of services. In the basic model, Muth
assumes that households make a fixed
number of tripstothe CBD, (i.e., itisnot
a decision variable) and these costs are
composed of money costs which vary
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with distance (T, > 0) from the CBD and
timecostswhichareassumedtovary with
income (T,, > 0).

Maximizing (1) constrained by (2)
yieldsthe standard first order conditions:

3
O =0 (53
X
oL (3b)
qu = Uq - 7\.p =0
oL (3¢0)
g - _k(qpu + Tu - O
oL (3d)

8—: M —{x+p(uq+Tu+M)}

The marginal utilities are in the pro-
portion of the prices (equations 3a, 3b)

U 1 (4)

U, p(U)

and from (3c)

1
—qP,=T,vp,=—-.T
q P.=—

u

(Ty>0)
(5) shows that, in equilibrium, the result
of a small move will not result in any
savings. T, is the marginal change in
transport costs and gp, isthe changein
housing expenditure occasioned by such
amove. Thus a move outwards, (i.e., du
> 0) will increase transport costs by T,
which will be exactly balanced by a
saving gp, in housing expenditure. A
small move inwards balances the saving
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in transport costs by an equivalent
increase in housing expenditure T, > 0
hencep, <0, i.e, housing costs per unit
decline with distance.

Muth then investigates the effect of
small changes in each variable and
obtains the following results by totally
differentiating (5) with respect to u

dq (6)
_ -n —— <
AP = Pu g, T.<0

(i) P,>0

The price of housing decreases at a
numerically decreasing rate.

. ou

i) 5M >0

Optimum location is more distant from
the CBD the higher the income. Thisis
not an unambiguous result but depends
on various assumptions concerning the
income elasticity of the demand for
housing and the elasticity of T, with
respect to income assumptions regarded
as plausible by Muth. Stated more ssim-
ply, this result states that the benefits of
increased  housing consumption
outweigh the increase in transportation
costs.

Thisisavery importantimplicationfor
city structureand changeinstructureover
time. If Muth’s assumptions are correct,
ageneral increase in incomes leadsto an
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increase in housing consumption on the
part of al householdsand thecity spreads
out.

Where transport is sow as it is in
developing countries the time costs for
higher income people may well be high
enough to contravene this assumption.
The location of high income people
nearer CBDsrather thanin suburbscould
then be regarded as an optimal location
within that framework. This is clearly
something that can be tested economet-
ricaly if one had good data on housing
expenditures and trip times for different
income groups by location for some
developing country cities.

i) ;’:so

where p, is the price of housing services
if they were located at the centre. Opti-
mum location will be nearer the CBD if
the price of housing services increases
(keeping the price-distance gradient
unchanged).

ou ou <0
oT, oT,

anincreasein either thefixed or marginal
cost of transport decreases the optimum
distance from the CBD.

<0 and

iv)
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Muth assumes the income elasticity of
demand for housing to be greater than 1
in the derivation of al these results. He
supports this assumption by his own
empirical work.

Muth then modifieshisbasic model by
relaxing some initial assumptions:

a. The number of CBD tripsismade a
decision variable by introducing it in the
utility function.

b. Similarly, preferences for location
areintroduced in the utility function, and

C. Uniformly distributed local
employment is introduced in addition to
the CBD employment.

"a' does not affect the results of the
model in any substantive sense. "b"
makes the derivation of qualitative
results. almost impossible. "c" makes
possiblethederivation of awagegradient
with distance from the CBD. This
obviously appears because the loca
workers incur no transport costs and can
therefore accept lower wages to remain
at the same utility level a the same
location.

Muth then has a production sideto his
model to describe the behaviour of profit
maximizing firms producing housing
services:
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IT=po(L,NL) —rL —p(NL) (7)
where misprofits;
L isquantity of land inputs,
NL isquantity of non-landinputs;
rand p are their respective
prices; and
g(L, NL) is the production
function of housing services.

All thefirmsareidentical and havethe
same production functions. Thusthey all
have the same profits irrespective of
location. The prices of the inputs vary
with locations so differing combinations
are used according to location. Equilib-
rium conditions yield

8
Sege  ©®

1
dr* = - dp* -
Y

S

(where * indicates natural logarithm of
the number);

S and S, are the shares of land and
non-land in the firms revenue,

. rL
ie.,

q

> pq

(8) shows that land price is high where
the price of housing, (e.g., due to loca-
tion) is high and where the price of other
inputs is low, (e.g., of raw materials).

We can rewrite (8)as
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uo_ 1Py _Su®) ©

r S p S p

This shows that the land rent gradient ('—r”)
isamultipleof the housing price gradient
since § < 1, assuming the gradient of
other input prices, (e.g., wages) to be
negligible. For land share of 5 to 20
percent the land rent gradient can be
anything from 5 to 20 times the housing
price gradient. By assuming a Cobb-
Douglasproductionfunctionfor housing,
Muth then derivesthehousing price, land
rental and popul ation density functionsas
declining exponentially with distance
from the CBD.

Thismodel hasbeen presentedinsome
detail since it is an example of simple
economic reasoning stretched to itslimit.
The assumptions underlying the model
arehighly unrealistic but that is the price
of a simple manageable model. Muth
does extensive empirical testing of his
propositions: indeed his work is an
example of the close relationship of good
economic theorizing with empirical
work. Many qualitative results are not
possibleto obtain without the assumption
of robust parameter estimates - the
income elasticity of the demand for
housing being one example.

Wingo's concern is with the cost and
programming of transportation in a city
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although this is embedded in a larger
model of land use and transportation.
Indeed, he set out to develop atranspor-
tation model but soon discovered that
land use and transportation were too
interrelated to be separated. Wingo was
much more guided by policy consider-
ations than Muth and tried to articulate a
model which could be of operational use
for policy planners. However, it is more
of interest as an analytica model. His
approach was guided by three consider-
ations:

(@ A model should have explicit
differentiation between policy and
structural effects.

(b) It should enhance its analytical
value by bringing the main elements of
the problems within the framework of
economic theory.

(c) It should have conditionsfor treating
the problem of intra-urban distribution of
popul ation asapart of the urban economy
asawhole.

His model concentrates on how labor
services are organized in space given the
characteristics of the transportation sys-
tem, the spatial arrangements of pro-
duction, the nature of the labor force and
the institutions by which the labor force
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is articulated with the processes of pro-
duction. The model provides the fol-
lowing:

1. The concept of transportation
demand based on characteristics of the
labor force and of the journey to work.

2. A systematic general description of
the transportation function.

3. A general transportation cost
function.

4. A system of location rents which
result from the transportation cost func-
tion.

5. The manner in which a household
demands space and how supply is
eguated to demand.

Herewewill describethe derivation of
the transportation cost function in some
detail and neglect the rest of the model.
This is because that is really the core of
tiemodel. Moreover, thederivation of his
cost function is of great interest since it
isbuilt up from fairly simple notions but
takes account of many of the complexi-
ties of transportation. Wingo treated the
problems of congestion at that early
stage: others rediscovered it amost a
decade later. The development of this
cost function is a lesson on how a par-
ticular part of an urban model requires
care and thought as well as empirical
observation for a proper specification.
Wingo assumes that the journey to work
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is the most important transportation
function and then proceedsto analyzeits
cost.

He observes that since the journey to
work is both spatially as well as tempo-
rally concentrated these peaksin demand
result in saturation in a given capacity.
Other demands on the transportation
system can therefore be excluded and the
journey to work analyzed. The costs can
be broken into two components: thetime
costs incurred and the actual transporta-
tion costs. Both involve a prior charac-
terization of technology of the urban
transportation system. A key assumption
made here is that the homogeneity of
travellers as well as of carriers (in his
case: the automobile). This clearly sim-
plifies the analysis. indeed makes it
manageable. The calculation of time
spent in the journey to work isdone by a
function

T=T(u,v,n,c) (10)
where u isdistance travelled;
v isvelocity;
n nisnumber of workers; and
C cisa measure of capacity of
the transportation system.

The specification of the function
depends on the mode of transport used.
Wingo's contribution here is in the
inclusion of n and c in this function to
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demonstrate  the  interdependence
between the users of a transportation
system when demand (represented by n)
exceeds capacity (). The time lost
because of thisexcess demand isbecause
of:

a. ingression: the irreducible mini-
mum of timeloss because of aggregation
of demand - this is a technological
function; (analogous to changesin water
pressureinapipeaccordingtothevolume
moving through it).

b. congestion: which arisesbecause of
reduction of free flow, e.g., because of
bad driving. This is not necessary but
arises because of human errorswhich are
proportional to pressure of traffic.

If we define t,, as the time loss to the
N, unit entering thetransportation system

at peak time,
n-1
=" (11)
and
L (L) (12)

istimelost to all unitsin queue. Thisis
proportional to the square of demand.
Capacity of a system is also determined
technologically.
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C=cw\, &) (13)

where¢ islength of thecarrier. The exact
specification of the function clearly
depends on mode of transport used,
condition of roads, etc.

Having derived the time spent in journey
to work, its value is derived from the
marginal value of leisure function: the
supply function of labor. Although a
worker is paid according to time spent at
work Wingo argues that the wage rate
subsumesthetime costsof thejourney to
work. In Figure 1, OP isthetime spent at
work, PQ is the journey to work. The
worker needs to be compensated for OQ
hours at hourly wage QJ. However, he
gets paid for OP hours only, hence his
wage rate may be PH, i.e.,, W,W, isthe
"pure" wage rate. W,KH W, gives a
measure of the value of the time spent in
the journey to work.

The actual transportation costs, i.e.,
money costs, have two components:

a. Those that vary according to dis-
tance travelled; and

1 Wingo's expressionisC = Vi
pVE+IV)+E
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b. Those that vary according to num-
ber of trips made.

Thesumof theseal ong withthetimecosts
finally gives us the total costs of trans-
portation for an individual.

We can now describe the rest of
Wingo's model for the sake of com-
pleteness. Since all workers are paid the
same wages, the differences in transport
costs incurred by each account for the
differencesinlandrental. In other words,
land near the center of the city commands
a higher rent, the difference being
equivalent to the excess transportation
costs incurred in living farther out. A
household’ sdemand for land depends on
therental value of land and the elasticity
of demandisconstant. Thesupply of land
is proportional to the distance from the
city center andisgivenexogenously. The
model is closed by balancing the supply
and demand of residential land. Wingo's
condition for locational equilibriumisto
isthat the saving in transport cost equal
theincreasein outlay on residential land.
Thisis not strictly correct: the condition
should really be that no one can increase
his utility by moving. The two are
equivalent if thetimecostsof commuting
include the disutility of commuting -
which Wingo does appear to account for.

where p isarisk coefficient and 3 is approximately 2-2.5 for automobiles.
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Margioal Value of Leisure Curve

Iso Income
Curves

—a= Leisure Foregone

Figure 1: VALUING TIME SPENT IN JOURNEY TO WORK

The importance of Wingo's work lies
in the demonstration of the complexity
involved in specifying just one compo-
nent of an urban economic model. The
valuation of transport costs involves
knowledge of thetechnological relations
of the particular transportation system
and of the workings of the labor market.
While the assumptions about homo-
geneity of carriers and travellers are
justified at this level of abstraction for
developed countries, they are not for less
developed countries. The modes of
transport are much more mixed - from
walking to bicyclesto electric trains-- as

are the workings of the informal labor
market. Indeed, Wingo himself makes
the point that valuing time with money
impliesfungibility and thisis only valid
for well operating markets. If time and
money are not exchangeable a person
may behave as though the scarcity of his
time or his money were governing his
behaviour - in either case the other is
ineffectual in allocation. Constraints are
probably distributed among the popula-
tion in accordance with income levels.
Money is more likely to be the binding
constraint for low income groups, time
for upper income groups. Such consid-
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erations can go along way in the expla-
nation of location patternsin developing
country cities. Modellingthiscanbedone
with aWinge-type approach modified as
suggested above.

Alonso (1964) provides a rather com-
pleteand general model of urbanlocation
and urban land markets. He starts with
utility maximizing house-holds con-
strained by their budgets:

U=U(x,0q,u) (14)

Thisis similar to Muth’s formulation
except that g is quantity of land rather
than housing and u - the distance from
CBD - is introduced explicitly in the
utility function with U, < 0. Alonso
derives a bid price function for each
household from the equilibrium condi-
tions. Each household has a bid price
curve for a given level of utility. The
result of adding u to the utility function
isthat one of the equilibrium conditions
becomes:

or 1(6T 18U
_Su_q(ﬁu_kﬁu) 19
where A is the Lagrange multiplier
denoting the marginal value of money.
This condition says that residential rent
compensates for different travel times.
SinceT,>0andU,<0theR.H.S. of (15)
ispositiveand therent (of land) distance
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function is negatively sloping. The rea
son Alonso does not go the route of
demand curvesto analyzetheland market
is because each location has a different
demand curve. The uniqueness of loca-
tions makes the derivation of an aggre-
gatedemand curveinvalid. Thisproblem
is circumvented by the use of bid-price
curves. A bid-price curve represents the
prices a household is willing to pay for
land in each location in order to maintain
a constant level of utility. A bid-price
curveisthereforederived by fixing utility
and then varying distance to obtain a
function.

b = b(u) (16)
People with the steeper curves locate
nearer the center. The market also yields
a price-structure curve showing the
market price (rent) of land at each loca-
tion, r(u). Tangency between these

determines a household’ slocation, i.e.,
p(u’) = b(u’)

and

p’(U) =b'(u)

(17)

for equilibrium.

On the production side, firms are
profit-maximizing. Profit is defined by
revenue minus the sum of land and non-
land production costs. Alonso uses curi-
ous revenue and costs functions:
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Revenue(Volumeof Business) = R(u, g)
Operating(Non-land) costs=NL (R,u,q)
Land costs = p(u)q

(18)

The firm’s bid price function is derived
for each level of profits; i.e., therent a
firmiswilling to pay for each location in
order to make the same profits. Their
location is then determined by the equi-
librium tangency condition asmentioned
above for households. At each location,
of course, profit is maximized.

Market equilibrium is achieved when
each user’s land bid-price is tangent to
the price structure. The price structureis
the envelope of all bid-price functions.
Finally supply of and demand for land
shouldbeeqgual . Alonso analyzesthecase
where each user’ s bid-price functionisa
family of parallel straight lines. He con-
cludesthat users will be ranked from the
city center according to theranking of the
slopeof their bid pricelines- steeper ones
being nearer.

Alonso’'s approach is largely dia
grammatic though he does give some
mathematical analysis. A rigorous
mathematical formulation of his model
would be quite complex since he allows
for different tastes among households;
indeed that is what produces different
bid-price functions. Mills (1972) has
shown that Alonso’ s assumptions are not
adequate to produce a solution to his
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model. The specification of an equilib-
rium utility level is necessary for a
solution. Particular specification of the
form of the utility functions is aso nec-
essary to derive stronger implications
from the model.

Alonso’'s work is essentialy an
extensionof Von Thunen’ s(1826) theory
of the values of agricultural land. He has
adapted it to an urban area but runs into
difficulties precisely because urban land
has no intrinsic productivity differences
as agricultural land does because of fer-
tility. He thus loses one determining
variable and ends up with an n-person,
n-firm game. A solution to such a game
needs assumptions concerning strategy,
permitted coalitions, etc.

Although Alonso’'s model is not
entirely satisfactory itisuseful becauseit
once again illustrates the difficulty of
modelling urban areas even at a highly
simplified level. The difficulties arise
from the intrinsic nature of urban areas -
the unigueness of each location whichis
created by a complex set of interdepen-
dencies.

Drawing on the work of Wingo,
Alonso and Muth, Millsattemptsto build
simple general equilibrium models for
urban structure. He has a family of
models, all with similar bases but each
with a different wrinkle. Here we will
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review the most complex and earliest of
his models (Mills 1967) and then com-
ment on the others.

He begins by speculating about the
primary reason for the existence of cities
and posits that non-homogeneity of land
and non-constant returns to scale in pro-
duction functions are sufficient to justify
the existence of cities. If land is
heterogeneous and some land is more
productive than other land it will pay to
concentrate production onthebetter land,
thus producing a city. This can be rep-
resented in modelsin two ways . Oneis
to introduce variables such as natural
resources, topography and climate into
the production function and the other is
tohavejust onelandinput but to associate
different efficiency parameters with dif-
ferent sites. Mills chooses the latter for
the purposes of this model.
Agglomeration economies of different
kinds are all broadly interpreted to be
scale economies and represented as such
in an aggregative model.

The city is assumed to be a homoge-
neous plain and has 3 activities. Thefirst
is the production of goods. The goods
production function has non-constant
returns to scale. All goods production
takes place in the CBD. This represents
site advantages of the CBD.

X = ALINPKY o, +B,+7,=H, < 1 (19)
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where X is total output of goods pro-
duced; and subscript s denotes supply.
L,, N,, K, arethe land, labor and capital
inputs and

H, <> represents non-constant returns.

X, = f X, (U)du (20)
CBD

where X, (u) refers to the amount of
goods produced in aring of width du, u
miles from the center.

The other two activities are transpor-
tation and the production of housing.
Transportation has only one input - land
- with afixed coefficient.

Lo (u) =b Xy (u) (21)
where X is transportation produced.
L,(u) island used at distance u.

‘Housing’ subsumes all goods other
than those produced in the CBD. The
assumption is that all goods with non-
constant returnsto scalewill be produced
inthe CBD whiletheotherswill beforced
by competition to locate adjacent to
customers in order to avoid transporta-
tion costs. The production function for
‘housing’ defined thusis

XadU) = AL (L) Ny (U)K (1)

O+ Pst+y;=1 (22)
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Onthedemand side X, isthought of as
an export good-with an exogenously
given price elasticity

AL ile,

A
Xip=2ap; '

A fixed proportion & of the workers
resident at each u work adjacent to their
residences in the suburbs -- presumably
in housing and transportation. The
demand for transportation is then

k1
X,pU) =(1-9) ) N(U)du’,

0

k, <u<k,

0 (24)
where K, isthe radius of the city;
k, istheradius of the CBD;
N(U’) du” isthe number of people
living in aring of width du” and radius
uradius u’.

Within the CBD,

kO
XyoU) f N(U)du

0<uc<k, (25)

where N; (u ') du” is the number of
workers working in a ring of width du’
and radius u'.

Thedemandfor housingisconstant per
worker
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Xap (U) = N(U)x, (26)

Market Conditions

All factor markets are competitiveand
w the wage rate and p the rental rate for
capital are given exogenously. Rental
rate for land r(u) is exogenous.

Inindustry 1 we have

C3PX) 8P
T8N, PTOK,

and

d(PXy)
oL,

rky) = @7

according to norma marginal produc-
tivity conditions. The competition for
land is between the CBD industry and
suburban uses; thus land use is deter-
mined by the rent at the edge of the CBD
k, from the center.

Land being the only transportation
input,

Py(u) = ayr(u) (28)

i.e., the cost per passenger mile depends

only on the rent r(u) at that u, a, being a
constant.

Housing is produced with competitive
input aswell asoutput markets. Wehave
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psux)
’ p - Y3 K3(u) )

e p P
7 Ny(n)

Pa(U)X5(U)
* Ly

r(u) =o. (29)

and p3(u) = KJ(U)“B

— -1
A={alpiyd wWor, (30)

Other Conditions

where

Themain equilibrium condition isthat
aworker at u cannot decreasehislocation
costs by moving toward the city center.
The decrease in transportation costs
would be exactly balanced by anincrease
in housing costs:

P, (u) +p3’ (U)X;=0 (31)
where
s dps(u)
ps'(u) = du

Thisisacrucia condition and should
really be derived from some maximiza-
tion conditions. It has embedded in it
notions concerning the disutility of
transportation and relative prices of
housing and transportation.

Therent at the edge of thecity isgiven

exogenously and we can assumeit to be
agricultural rent, i.e.,
r(ky) =ra (32)

In equilibrium all land must be used up:
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L,(U) + L,(u) = 2ru o<u<k, (33)
inthe CBD; and
L,(u) + Ly(u) = 2ru ko<u<k, (34)
in the suburbs.
Finally,
kO
N, = f N, (uwdu
0
I(1
=(1- 8)f N(u)du (35)
kO

whichmerely makessurethat all workers
live somewhere.

Solution

Even though this model is based on
highly smplified notions of the structure
of the city it does not have a straightfor-
ward solution.

The solution should provide us with:
a. All output quantities and prices.
b. All the input quantities and prices.
c. Parametersk, and k, for the size of
the city.

Itisuseful to notethat we have alarge
amount of information given exoge-
nously:

a. All the parameters in production
b. functions.
c. Demand function parameters for
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d. goods.

e. Renta ratesof labor and capital.

f. Fractionof labor forceemployedin
the suburbs.
Demand per worker for housing.
Value of agricultural land.

Inspection of the model showsthat the
rent-distance function r(u) for landisthe
critical function to be determined; from
which many of the other functions can
then be derived. Mills provides some
interesting insights from the model but
does not solve the whole model.

Within the CBD,

_ 2n kg

i.e., the amount of land used in produc-
tion increases at adecreasing rate asone
goesout fromthecity center even though
the amount of total land grows with u.

(36)

As a consequence,

L(u=2nru-L,(u) (37)
hencetheland required for transportation
increases at an increasing rate up to the
edge of the CBD. Mills notes that for a
very large city r(k,) and k, are both large
and in the limit

L, (u)->0
and L,(u)->2mu
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i.e., dl land at theedge of the CB D is
required for transportation. We can
visualizethisresult astherequirement for
aring road around the CBD.

The implications of the growth of the
city can be found by varying k, and
analyzing the results. Optimal realloca-
tion of land will be provided - given the
assumptions of the model.

For the suburbs, i.e., the city outside
the CBD Mills derives

1
l—ot3

(W) = (Ag+ Bol) (38)

where A=A, (ra, 05, X3, Ky)
B,=B

o (013, X3)

(0]

which shows that rent declines as one
moves towards the edge of the city, but
not exponentially. An exponentia
declineresultsonly wheno3=1,i.e, that
land is the only input in housing. The
implication is that factor substitution
makestheland rent profileflatter. Wecan
observe here that this is more likely in
earlier stages of development when land
is the maor input in housing construc-
tion.

Finaly, Mills derives the population
density function:
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N(u)
Ls(u)

where C and D arefunctionsof r,, o,; and
k,, 1.e, rent of agricultural land, size of
the city and techniques of house con-
struction. The density is thus declining
with distance but not exponentially asis
often argued, e.g., Clark (1951).

= (C+Du)™ (39)

It is of interest to compare this model
with some of Mills' own later work. The
later modifications are simple in some
ways but more refined in others. This
model is curious in a number of ways.

a. The transportation production func-
tion has only land as an input.

b. The city is artificialy divided into
theCBD andsuburbs. Workersinthe
suburbs are imagined to work on
housing and transport even though
transport has only land in the pro-
duction function.

c. Housing has a constant per worker
demand. Thisrobsthe model of part
of the flexibility given by the pos-
shility of utility optimization
between consumption of space and
transportation. In a later model
(Mills, 1969) he simplifiesit into 2
sectors -- goods and transportation
- where goods are interpreted to
include housing. The production
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function is made a constant returns
to scale function. All the employ-
mentisnotinthe CBD and thecenter
isonly seen asamajor transportation
node through which all exports pass
- this is seen as the justification for
the existence of the city. Transpor-
tation is now produced by a Cobb-
Douglas production function with
constant returns to scale. The
demand for transportation is now
linked to the production of X,(u)
with the assumption that each unit of
X, generates a fixed demand for
transportation. Asaresult the rent of
land, wages and the rental rate of
capital are all linked with the cost of
transportation - which itself is a
function of land rental. w and p are
exogenously given. This model is
more internaly consistent than the
other one and the economy is more
integrated. Themodel ismainly used
to derive the rent-distance function.
It is of aform similar to the earlier
model. Land rents decline expo-
nentially if the two production
functions  (for goods and
transportation) have equal expo-
nents, i.e., use equal sharesof land.
We then have

r(u) =r,e™ (40)
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where A isafunction of al the other
parameters of the two production
functions. Everythingelse, e.g., land
use intensity (capital/acre), land
used for transportation and out-
put/acre can be derived asafunction
of land rent. If, then, land rent is a
negative exponential function so are
al the land use functions.

Finally, Mills in Studies of the
Structure of the Urban Economy
(1972d) suggests a complex model
including congestion. Hereheignoresthe
CBD and concentratesonthesuburbs. All
employment is now in the CBD; conse-
guently, both the housing and transpor-
tation functions do not use any labor.
Transportation is again produced with
land only. Housing is produced with a
Cobb-Douglasproduction functionusing
land and capital. The demand side is
richer: housing demand per worker is
made price andincomeelastic. Thisway
one can investigate the effects of general
income changes on thestructure of acity.
Thecost of transportationisnow affected
by congestion. The congestion function
is taken by Mills from earlier work of
others, (e.g., Walters, 1961) and isreally
not very different from that of Wingo. It

IS
_ Xap(U) )
P(u) =P, + C(XZ((U))}

(41)
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where P, (u) iscost of transportation at
u per mile (as before)
P, is some constant (free of
congestion) cost; and
C and D are parameters deter-
mined technologically by the
transportation system.

Much of Wingo’s work was interpreted
to be the specification of these parame-
ters. D for automobiles is believed to be
about 2. The point to note is that
congestion cost is seen to be a power
function of excess demand. The equi-
librium conditions of this model are
essentially the same as in the earlier
model (Mills, 1967).

Mills finds that the introduction of
congestion and of elastic housing
demand makes the model impossible to
solve analytically. The rest of the book
is devoted to a numerical solution and a
demonstrationof how sensitivity analysis
can be performed on suchamodel. Some
of the interesting results are:

a. Technical progress in transporta-
tionisseentoinduceworkersto use
more transportation by moving
farther out and expanding the city.
Land rentsfall in the city center.

b. Anincrease inincome elasticity of
housing demand increases size of
total area and reduces population
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density - not surprisingly. How-
ever, themagnitude of the effect is
surprising: a 9 to 10 percent
increase in elasticity causes a 90
percent increase in city area. The
disutility of travel is perhaps not
taken into full account as suggested
earlier for the 1967 model. An
increase in income has somewhat
similar effects.

c. AnincreaseinDinequation41l (the
elasticity of congestion cost with
respect to amount of congestion)
has a somewhat paradoxical result.
Travel cost increases near the CBD
but decreases farther out. Thisis
because this increase amounts to
"decongestion” farther out and thus
people move farther away. CBD
rents rise while they decrease far-
ther out, i.e, the rent distance
function increasesin curvature.

Much of this model is geared to the
explanation of decentralization of U.S.
urban areas over time as observed
empirically. Increases in incomes and
population and technical change in
transportation are seen as the main
causes.

Insummary, Mills’ work isinteresting
because it attempts to see the urban area
asawholein general equilibriummodels.
It isa further demonstration that even
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extremely simple models tend to be
mathematically cumbersome. Each
addition of complexity resultsin simpli-
fication somewhere else in the model.
The more redlistic the assumption, the
more unlikely it is that an analytical
solutionispossible. However, anequally
important demonstration is that even
simple models provide us with insight
into prevailing urban structures. He has
also incorporated into his general equi-
librium model some of the notions of the
housing market from Muth, the land
market from Alonso and transportation
characteristics from Wingo.

These are the ‘classical’ urban eco-
nomic models. They are ‘classical’
because they are pioneering attempts at
modelling cities from the economist’s
vantage point. They are still the most
influential in urban economic model
building. Even many of the policy-
oriented models derive much of their
methodological base from these models,
aswill beevident in later sections. These
models bear the same relationship to
large economically oriented policy
models as do the basic Keynesian
macro-economic models to the large
macro-econometric models.

The more recent and more theoretical
models which have not been quite so
influential are reviewed in the following
section.
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2.2 The" New" Urban Economics

This section reviews a spate of urban
modelling work which has appeared in
recent years and one which has already
been dubbed as "the new urban econo-
mics' (Millsand Mackinnon, 1973). Itis
distinguished from earlier work by being
morerigorously theoretical, with ahigher
disregard for reality. The attempt is to
explore the extent of possible conclu-
sions from simple formulations. While
the work of Wingo, Muth, Alonso and
Mills is also theoretical, it is rooted in
extensive empirical work carried out by
them. While little operational relevance
can be derived from these new urban
economic models it is of interest to
review them because:

a. Some of them are the work of dis-
tinguished economists shifting from
other fields.

b. They dooffer somecounter-intuitive
results, e.g., that itisoptimal to have
an unequal distribution of utility
even where all households have the
same tastes and income.

c. They demonstrateagaintheintrinsic
complexity of urban areas. Even
highly simplified assumptions often
lead to models that do not have
analytical solutions.
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d. The analytical innovation is in the
use of control theory or the calculus
of variationswhich isin many ways
similar to the growth theory litera-
ture. Here, space isthe crucial vari-
able over which optimization of one
kind or another is taking place - like
time in growth theory.

Almost all the models are monocen-
tric. The city isin aflat plain, travel is
equally costly in al directions, and all
travel is from home to work. These
assumptions make it possible to use one
dimensional analysiswith distance from
the CBD acting as the main spatial vari-
able. The issues explored are the distri-
bution of rent, residential density and
space, consequences of travel congestion
on city structure and rents, implications
of individuals having different incomes
usually on their location pattern, the
ability of competitive markets to sustain
optimum city structure. All these models
are static and thus have no implications
for urban growth. The reason this is
probably technical. It is difficult enough
to optimize over space; adding time
would make the exercise impossible.

These models will be categorized and
reviewed under three headings:

a. Distribution of Land Rent,
Population Density and Income

Beckmann’'s (1969) article "On the
Distribution of Urban Rent and Resi-
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dential Density" can probably be
regarded asthe first in the "New Urban
Economics." Beckmann attempted to
derive rent, population density and dis-
tribution of income groups as functions
of distance. Delson (1970) and
Montesano (1972) have pointed out
various errors in Beckmann’'s analysis.
Here we review the altered results. The
model assumes a Pareto income distri-
bution.

N(m) = Am™ (42)

m is household income;

N is number of households with
incomes greater than m

A, aare positive constants (em-
pirically a has been found to be
in the region of 2).

where

The utility functionis

U=C,logg+C,logu+ 2 ClogZ; (43)
i=2

where qisamount of land occupied by
a household;
u isdistance from CBD; and
Z,t0Z, are dl other goods.

The problem is to maximize (43) subject
to the budget constraint

r(u)gq+tu+ i PZ =m (44)
i=2

where t is daily transportation cost per
unit distance and P, is the price of the "
consumption good.
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The general problem is similar to that
investigated by Alonso but with the cru-
cia difference that everyone does not
have the sameincome now although they
do have the same utility function.

In this solution, Beckmann assumes
the CBD to have aradius of 1. Delson’s
correction (1970) asserted that this was
anunnecessary assumption. It really does
not make much differenceif regarded as
a normalization procedure making the
radius of the CBD the measure of dis-
tance. Montesano (1972) provides the
correct and complete solution to the
problem. Firstly, Beckmann asserts that
al householdswith the sameincomewill
locate at the same distance. However, the
first order conditions can be used to show
only that all households at the same
distance have the sameincome. We have

g=-— (45)

I
C0+ du

r(u) isonly afunction of uand soqisalso
only afunction of u. Hence a household
located at u pays the same rent, occupies
the same space and has the same trans-
portation costs and must therefore have
the same income. The converse,
however, does not follow.

Secondly, Montesano asserts that we
need the explicit assumption ZLS >0, i.e,



VOL.34 NOS 3&4

that income increases monotonically
with distance, to solve the model. Mon-
tesano calls this an assumption and then
proceeds to show at the end of the paper
that second order conditions for maxmi-
zationof utility requirethat thisbeso. Our
interpretation here isthat thisisindeed a
result of the model not an assumption.
The second order conditions depend on
theform of the utility function; the result
therefore probably depends on the par-
ticular form used.

M ontesano shows that the assumption
of t=0,i.e., money costsof transport equal
to zero leads to multiple solutions. We
canseethisintuitively asM ontesano does
at the end of his article after having
derived multiple solutions. If t=0 we can
derive an expression for the utility func-
tion which isonly dependent on income;
households are then indifferent to
location and it isthen not surprising that
this assumption leads to multiple solu-
tions. The lesson here is that it is some-
times useful to look at second order
conditions before tediously solving a
model. To the extent that the model tells
us anything about urban patterns we can
observe that in LDCs where the money
costsof transport, (i.e., walking to work)
areindeed zero for the poor we may have
greater difficulty in "optimum" urban
design.
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With the assumption of t > 0 Monte-
sano does obtainaunique solutionwhich
shows:

a. That r(u) is convex but decreasing
less than proportionally.

b. That g(u) is increasing, i.e., resi-
dential density declines with dis-
tance.

c. That y(u) isincreasing.

All these are expressed in rather com-
plicated functions with no simple inter-
pretations. None of these results are, of
course, surprising; but what issurprising
is the complexity of the analysisgiven a
straight - forward utility function, budget
constraint and description of the income
distribution. Thisdoes not augur well for
the inclusion of income distribution in
models of LDC cities.

b. Congestion and Transportation

The next group of models are con-
cerned with the optimal allocation of the
urban area to transportation; the costs of
congestion are usually given particular
attention. Solow (1972, 1973) uses the
standard model, i.e., maximizes utility
with consumption and housing space as
arguments in a logarithmically additive
utility function subject to a budget con-
straint. He derives the declining rent-
distance function and concludesthat "the
rent profile must fall fast enough that
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those living farther from the center and
gpending on space a fixed fraction of
income after transportation cost occupy
more space than those living closer to the
center." (Solow, 1972) Solow then
introduces congestion in the following
way. The aggregate width of the road
network at distance u is

2rtu(1-b(u))

where b(u) is space devoted to housing.
Then annual cost of round-trip travel per
person-mile at distance uis

Nw )
2nu(1 — b(u))

whereN(u) isthenumber of peopleliving
beyond u. Total cost per person isthen

oY Nw Y
t(u) = C(2n) L(u(l—b(u))) du (46)

where radius of the CBD is normalized
as 1. This merely states that congestion
costs are proportional to traffic density.
This formulation is no different from
Mills (1972d) (Equation 41) which itself
wastakenfromWalters(1961). Thepoint
to be made here is that this shows
explicitly some of the interdependence
characteristics of urban areas. N(u) - the
number of people living beyond u are
dependent ont(u) whichitself dependson
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N(u). Solow solves for the unknown
functions t(u), N(u) but has to make the
following assumptions:

a. The same fraction of land area is
devoted to housing a every dis-
tance; i.e,, b(u) = b.

b. The typical person spends half of
his total income on housing. Both
are assumptions that deprive the
model of itsinteresting components
- in particular assumption a. Solow
himself addressed thisproblemina
more simplified context of the long
narrow city (Solow and Vickrey,
1971). The conclusion reached was
that a higher proportion of land
would be needed for transportation
near thecenter of thecity inthecase
where city size was limited.

Solow solves his model numerically
and finds one interesting result. The
introduction of congestion makestherent
profile more convex: the rent falls more
sharply as one leaves the CBD and then
lesssharply near thecity limits. It may be
recalled that Mills° model, discused on
page 48, found a similar result. Solow
investigates this result more thoroughly
in the later article (1973). Assumptions
(a) and (b) are bothrelaxed and numerical
solutions obtained for different parame-
ter values. The main result is that adding
roads near the CBD flattens the rent
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gradient most strikingly. Since conges-
tionisgreatest near theCBD addingroads
there reduces congestion costs, hence
transport costs and therefore the flatten-
ing of the rent gradient, the rent differ-
ences being transport cost differences.
Solow finally does some cost-benefit
calculations on the allocation of land to
roads. In the absence of congestion tolls,
market land values reflect differencesin
private transport costs, not total socia
costs. Land values do not fall as fast as
they should and the market rent function
liesevery-where below the"correct” rent
function. Land is therefore undervalued
and if these values were used in benefit-
cost calculations too much land would
end up being used for roads.

Whilethis second article does provide
some interesting numerical results these
models do not provide any new insights
into urban structure. Their use, perhaps,
liesin Solow’s pedagogical style which
is a good example of a rather gradual,
step-by-step approach to model building.
Solow himself suggests that the model
could be improved by explicit inclusion
of housing in addition to land as a resi-
dential cost; the addition of time costsin
transportation costs; and the existence of
two or more income classes. To thiswe
can add the inclusion of production
functionsfor transportation and housing,
i.e., aricher specification of the supply
side.
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Morerecent analysesof the congestion
cost problem have emanated from the
Berkeley group which is heavily
influenced by the control engineering
approach. Optimizing is now done from
the social point of view: total costs of
somekind are minimized. Sincetheseare
in the form of a city-wide integral, the
problem is fairly straightforward one in
the calculus of variations. The solutions
are not straightforward and economic
implications are often difficult.

Millsand de Ferranti (1971) canreally
be said to have posed this problem first.
Their concern was to find the optimum
alocation of landto transportationinthe
suburbs in the presence of congestion.
We use the more general formulation of
Livesey (1973) to illustrate this class of
models. The usual circular city assump-
tionsaremade with N peoplebeinggiven
asworking inthe CBD. Themodel itself
is rather ssimple:

L,(u) + L,(u) = 6u (47)
where L,(u) denotes land used for
transportation at radius u;
L,(u) is land used for residence
inthesuburbsand for businessin
the CBD; and
Ouisland available.
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The density of workers in business is congestion costs are

constant at a, and residential density in

the suburbs, & is aso constant. Thusthe T\
t(u)=t+ C((u))

number of people working at radius u (50)

L,(u)
No(u) = aly(u) = a@Bu-L(u))  (48) \here t is some constant cost here

assumed zero and T(u) is number of
travellers at u. This is now a familiar
Nyu) = al,(u) = a(0bu -L,(u)) (49) formulation.

and the number residing at u are

Ly(y)

. ﬂ:""::"I mAaX u E._in u max

Figure2: OPTIMAL ALLOCATION OF LAND FOR TRANSPORTATION IN BOTH THE CBD AND THE
SUBURBS FOR A FIXED WORKING POPULATION
(Livesey Model)
(ko -radius of CBD)
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Land value is taken as a constant R,
which is opportunity cost of agriculture
use regarded as the relevant alternative
use.

Hence total socia costis

f {C T(u)C(u)° + R Qu} du (51)

when congestion cost C(u) = %

This is the integral to be minimized
subject to the given constraints. The
problemisfirst tackled separately for the
CBD and suburbs and then in a unified
way for both parts of the city. The form
of the solution is best seen in a diagram
(Figure 2) for the analytical expressions
are quite cumbersome and uninforma-
tive. Figure 2 shows that the optimal
allocationof land for transportation aswe
move out from the center to the edge of
the CBD is a monotonically increasing
concave function and then a monotoni-
cally decreasing convex function until
the boundary of the city is reached. The
maximum is at the edge of the CBD.

This is really quite an uninteresting
model for it has very little economic and
behavioural content. The opportunity
cost of land being taken as constant
deprives the model of any pretense as a
serious (though abstract) model of an
urban area. It would be consistent if all
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business activity were equally spread
over the city and al employment were
local. But there would then be no trans-
portation either. The assumptions of
constant business and residential
densities are equaly restrictive. The
model would clearly be made too com-
plex, perhaps unmanageable if more
reasonabl e assumptions were used. As it
isit should only be called a problem in
the calculus of variations and not sug-
gested as shedding any light on the
structure of acity.

A subsequent model fromtheBerkeley
group by Legey, Ripper and Varaya
(1973) extends the analysis by allowing
for substitution between land and capital.
Housing and transportation are produced
by Cobb-Douglas production functions
using land and capital. Demand for
housing and transportation is perfectly
inelastic, i.e., everyone demands the
same amount of each commodity. The
total social cost now includes capital
costs. Theinterest rate on capital istaken
asgiven. Land value is again taken to be
constant reflecting the alternative agri-
cultural value. The sum of transport costs
(which have the usua formulation
(Equation50), capital costsandland costs
is to be minimized for optimality. The
solution givesthe magnitudes of land and
capital devoted to housing and trans-
portation and the optimum size of city
given the population. Two solutions are
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obtained: the optima solution corre-
sponding to what a central planning
board would do and a market solution.
The central result is that a market city
would bemore spread out than an optimal
city. If, however, congestion tolls are
charged, the market city could be the
same as the optimal one.

This model is of somewhat greater
interest even though the demand sideis
primitive. Thecriticism of using constant
agricultural value holds again.

Another model inspired by Solow-
Vickrey’s"Long Narrow City" isMarvin
Kraus "Circular City" (1973). It is
concernedwith questions of optimal land
use in an urban environment with par-
ticular emphasis on transportation rights
of way and the pricing procedures
necessary to utilizethemefficiently. This
model has no residential sector and
business valuation of sites reflects only
travel on the city’s roads. Demand for
trips between any two units of business
areaisinelastic. The only costs of roads
are the value of the land they cover and
tolls can be levied on al roads in a
costless way. All intersections are sig-
nalized and these are costless too. The
objectisto minimizetotal transport costs
in the city incurred per unit of time. The
total area to be allocated to business is
given but the city’ sradius is to be deter-
mined as is the distribution of business
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area with the circumference. Each trip
usesaroute which minimizesthepriceto
the trip taken which is taken to include
money as well as time costs. Optimiza-
tion of the signalization and toll system
minimizes the total cost since trip
demands are inelastic.

Radial as well as circumferential traf-
ficisallowedinthismodel. Eachunitarea
generates a demand of g trips per hour
which are uniformly distributed over all
units of business area. All land within a
central disc, a circle of radius u, con-
centric with the city’s circumference
(radius ul) is adlocaed to a
circumferential inner road.

Let y(u) beareaof land devoted to radia
roads and s(u) be the area devoted to
business within the ring bounded by
circles of radius u, and wu.

Now
fw=2 yuy=0 (52)
y 2ru’ -
and
(O
f(u) = 2nu,s’ (w=0 (53)

These functions characterize the
intensity with which land is allocated to
aternative uses. We also have
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yw+zZ (<0 (54)
Trafflc Let V,(u) be volume of radial
traffic through an arc of radius r
and length dr; and
C,(u)du be the capacity of such
anarc.
Similar V, (u) is the volume of circum-
ly ferentia traffic through a radial
segment of infinitessimal length
dr at radiusr; and
C, (u)du the capacity of such a
segment.

The cost per trip mile in direction i, u
miles from the center

AC(U) :f(v‘(”)} i=12 (55)
I C(u) ’

which is the familiar volume divided by

capacity type function. Here,

f/()>0
f()>0
andf (0)>0

(56)

i.e., f(.) isanincreasing strictly convex
function and isnon-zero at zero density;
V, is the hourly flow of circumferential
traffing crossing any radial line segment
of theinner ring road and ring road hourly
travel costs are given by afunction

2nG(V,, Up)
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Thustotal travel costsfor thecity per unit
time are

U 2
2n | X uv(WAC(udr+2rb(Vy, Uy (57)
up i=1
Thisisthe expression to be minimized.

Further specification of road capacity
relates it to land and green time (when
signas are green) alocation patterns.
Further
Pi(u) = AC(u) + Ti(u) =12 (38
where P,(u) isthe price of atrip mileand
Ti(u) isthe toll per trip mile.

Beforethe problem can besolvedrules
for trip patterns are provided.

In the solution, analytical expressions
arefirst obtained for

Vi(u), Vy(u) and V,

i.e., the traffic follows in each of the
directions.

We can summarizethefinal resultsfor

optimality:

a. Intheabsenceof aninner ring road,
any configuration of trip prices
inducing travel through the city
center leads to explosive travel
costs.
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b. Not surprisingly, toll charges
should be the difference between
average and marginal costs.

c. Onevery circle, the marginal rates
of substitution of land for variable
trip costsbe equal inthe production
of radial and circumferential travel.
This ensures the optimal allocation
of land between radial and cir-
cumferential roads.

d. Lastly,asimilar conditionholdsfor
the alocation of green time to
radial and circumferential roads.
The marginal rates of substitution
of the value of green time for vari-
able trip costs should be equal for
travel in both directions.

Thismodel isnot noted for itsrealism
either. It is however, a noteworthy
attempt to relax the genera assumption
of all travel being radial. The treatment
of the two directions in travel can be
extended to the modelling of different
modes of travel. This would be particu-
larly important for LDC cities where
modes are, indeed, heterogeneous.

C. ‘Optimal Towns

Thelast group of modelsconsideredin
this section are those concerned with
deriving the conditions and conse-
guences of "optimal towns'. They are
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somewhat difficult to compare since
optimality clearly dependsonthewelfare
function used and the type and extent of
constraints in the model. The welfare
function reflects the moral or other
preferences of the modeller while the
constraints constitute his conception of
the city.

Mirrlees(1972) istheoriginator of this
group of models and his approach is
somewhat different from the others. He
poses the problem in amost the simplest
formpossible. Thewelfarefunctionisthe
sum of al individual utilities. Individual
utilities depend on consumption of
goods, space of residence and location:

U = U(x,q,u) (59)

where X is consumption of goods other
than housing;
g is amount of space used in
housing; and
u the distance from the center is

the location variable.

We may recall that this is the same
formulation as Alonso (1964). Further,

q=q(u)

and x =x(u) (60)

are assumed but are also required for

optimality. The main conclusion of the

paper is that optimal allocation requires

that utility isa function of distance. We

have the seemingly surprising result that
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with identical individuals welfare maxi-
mization requires unequal treatment
except in some special cases. Infact, this
turns out not to be so surprising, because
u is included explicitly in the utility
function. As Mirrlees shows, when u is
not explicitly included, it is possible to
achieve equal utility. The problem arises
because identical individuals have to be
placedindifferentlocations. They can all
have the same utility if some trade-offs
arepossible. If, for example, more space
istraded off against higher transport costs
equal utility becomes possible; but
explicit preferencesfor location have to
be dismissed. A richer specification of
locational preferences which can be
traded would also alow equal utilities.
When location is dependent on u alone
only aspecial casewheretherent gradient
and the utility function are such that the
changing consumption of goods and
housing are always peculiarly balanced
against distance changes alows equal
utilities.

This is an interesting theoretical
exercise even though the nature of an
urban areaisin avery rudimentary form:
distance from the center is the all
important variable. Otherwise the prob-
lem is straightforward utility maximiza-
tion (summed to form the social welfare
function) with budget constraints. It is of
interest because it shows forcefully that:
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a. Cities imply inequality even if all
individuals are identical and if the
city isuniform.

b. With identical individuals this is
possible to mitigate only if loca-
tional preferences are more com-
plicated than distance from the city
center. This implies that the city
would then be less homogeneous.

c. As a corollary, we can aso have
equality of sorts if people have
different utility functions; equality
is then difficult to define opera-
tionally except by income.

Riley (1973) has a similar model but
includes the number of leisure hours
explicitly in the individua’s utility
function. Since these vary with trans-
portation time, distance is now a "pure’
location preference variable in the utility
function. It doesnot includethe disutility
of commuting. Riley makes the social
welfare function rather more egalitarian
by making it logarithmically additive,
e,

N
W=rnU'
i=1
where W istotal social welfare;
U' is the utility of individual i;
and
N is the population of the city.

(61)
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Riley finds that utility increases
exponentially with distance, i.e., opti-
mality requires unequal treatment of
identical individuals even with an
egalitarian social welfare function. The
reason here is not quite the same as in
Mirrlees model since distance is now a
"pure" location variable in the utility
function, depending on the parameters

oU
a>0

ouU
ora< 0

inthisproblem. Riley’ sexplanationof his
result is that the fact that an individua
can live at only one location (and not at
two) causesanon-convexity whichisnot
present in the usual case of utility and
welfare maximization. Here everyone
does have the same marginal utility of
income but since everyone cannot have
anidentical consumption bundle (nor can
hehaveanidentical total utility level) the
degree of inequality is primarily gov-
erned by the elasticity of utility with
respect to distance. Riley uses

U =x"g"hyu’

o, B,A>0 (62)

where h; is number of leisure hours and
the other symbols are the usual ones.
Inequality is an increasing function of .
If thisispositive, thedegree of inequality
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decreaseswith 3 - the elasticity of utility
with respect to residence area. If d is
negative the degree of utility increases
with 3. Congestion costs are not consid-
ered and transport costs are linearly
proportional to u in this model.

Dixit (1973) and Oron, et.d., (1973)
have the same concern as Mirrlees and
Riley but have more developed models
of the urban area. Both use substantively
similar models, Dixit following Oron, et.
al.

Dixit's main theme is that optimum
city size is determined by the balance
between economies of scale in produc-
tion and diseconomies in transport, con-
gestion being an important part of the
latter. We can summarize the two
models, as follows:

Goods are produced with increasing
returnsto scale

X =ANL" (63)
where a+B>10<0o,<1and N is
number of man-hours worked. (Oron, et.

al., have only labor asinput sincethey fix
CBD size).

Housing and transportation are pro-
duced with land only: L, (u) and L, (u),
respectively at distance u.



VOL.34 NOS 3&4

Dixit’s major additions are:

a. Heincludes congestion in the con-
ventional way, i.e., a power of
traffic density plus some constant
as in Equation (41) (Mills). Oron,
et. al., assumedthat thesecostswere
directly proportional to traffic
density.

b. Theindividual’s utility functionis
U(U) — Xcs/1+csql/1+cs (64)
where x=x(u) and g=q(u) follow our
usual symbols. Oron, et. a., assumec=L1.

Thisform of the utility function means
that expenditure on goods and housing
occursintheproportion c:1 withagiven
income aud prices. Dixit’'s point, which
iswell taken, isthat cisat least 3.

Workers supply a fixed number of
hours devoted to work and commuting.
It would be more realistic to assume that
work hours are fixed.

Dixit’ssocia welfare function is

kl
fk U™ (W) (65)

where m> 0,
n(u)du is the number of people
between u and u + du;
k, is the radius of the CBD, and
k, istheradius of the city.
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mis aparameter which controlsthelevel
of inequality in the optimum allocation.
A higher m meanslessinequality and in
the limit, m— e means full equality.
Oron, et. al., constrain their model to this
case.

Dixit derives analytica functions for
traffic density, residentital density and
utility level, al in terms of consumption
x(u). x(u) isthen expressed in terms of u
for which anaytical expressions are
obtained for the case of pure congestion
costsin travel.

Residential density:

{1+ D(:—l)}

const(C, + C,u) (66)

where C,, C, are constants,
D is the exponent in the conges-
tion function and
_D(+m)(1+o0)
~ (1+D)m

This (66) is a negative exponential form
if a=1 but thiscasehasno straightforward
interpretation. Solow regards (66) asthe
more general form. Dixit's innovation
over Mills (1967) is in making the land
proportion used in housing and trans-
portation endogeneous and in using a
social welfare function. According to
Dixit, a more developed housing pro-
duction function yields similar results.
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The rent function

—(1+D)a

r(u) = const(C, + C,u) "** (67)
and

traffic density =

const(C, + C,u) °* (68)

are again negative exponential if a=1.

Finaly,

1

U(u) = const(C, + C,u) "=
which says unambigously that

(69)

((ij:>O
i.e.,, households located farther away
have higher utility. The degree of
inequality, of course, dependsonm. Only
m — e implies equality; hence more
usua values like m = 1 imply consider-
ableinequality.

Dixit’s model is important in severa
respects:

a. It isthe most developed model of
its kind combining the approaches
of Mills and Mirrlees, i.e., genera
equilibrium and optimality.

b. More variables are made endoge-
nous than most models.
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c. Analytical resultsareobtained even
with congestion.

d. The alocation of income between
housing and other goods is real-
istic.

It would be useful to bring capital into
asimilar model to get a"more" complete
genera equilibriumanalysis. Thecurious
assumption of fixed leisure hours should
be dropped for fixed work hours. It is
difficult to see how the assumptions
affect the results.

Dixit does some numerical calcula
tions on his model. He shows how
transport costs are crucial in determining
optimum city size. Lower transport costs
are instrumental in making possible
larger cities which allow greater advan-
tage from economies of scale.

2.3 Summary

This section has reviewed the main
strands of the development of urban
economic models over the past decade
and a half. There was aimost no work of
thiskind before this period.

It is worth noting that there is a sur-
prising unity of concerns among the dif-
ferent models that have been reviewed.
Almost al these models investigate
optimal residential location - either from
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the point of view of the household itself
or for maximization of social welfare as
expressed in awelfare function. Partic-
ular attention is paid to the operation of
the land market and the effects of
congestion in transportation. Here, the
sdlient features of these models are
brought together to give a better idea of
what has been gained from them.

Muth illustrates how relatively simple
economics can be utilized to understand
the structure of urban areas- in particular
the housing market. Hemaximizesutility
which has only housing and other things
as arguments: location is not an explicit
argument in the function. He finds that a
consequence of market equilibrium is
declining rent gradient with distance
from city center. He also shows how
capital/land substitution operatestomake
the housing price gradient much less (by
anorder of magnitude) steep thantheland
price gradient. Wingo concentrates on
transportation and illustrates the com-
plexities of urban modelling by deriving
a plausible specification of a
transportation cost function. He also
obtains a decline in rent gradient as a
consequence of transportation costs.
Alonso turns the problem around and
emphasi zesthe uniqueness of each urban
location. This argument makesit invalid
to derive aggregated demand functions
for urban land. The consequence of this
argumentisthata’pure’ locationvariable
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must be included in the utility function.
The implications of doing this are
brought out in later work by Mirrlees,
Dixit and others who show that this
characteristic of urban land makes
inequality inevitable if everyone has the
same utility function. A corollary is that
different utility functions would make
equality possible.

Mills contribution was to bring
together many strands of work in a gen-
eral equilibrium model of a city. His
conclusion also is that the land rent
profile is crucial to the allocation of
activitieswithin acity, that rent declines
withdistancefromthecity center and that
factor substitution makes the land rent
profile flatter. He also finds that con-
gestion makes the land-rent distance
function more convex - a finding
corroborated in later work by Solow.
Mills adso demonstrates that even a
highly simplified urban general equilib-
rium model becomes mathematically
cumbersome very quickly. Beckmann
extends earlier work by positing an
income distribution function for house-
holds and concludes that income
increases with distance as Muth had by
comparative static analysis along with
additional assumptions. Beckmann's
work also illustrates how a relatively
simple income distribution function
makes the mathematics cumbersome.
Solow rediscovers the rent-distance
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relation but his contribution isin alucid
expositionof how astep by step approach
to urban model building can befollowed.
In a benefit cost framework he finds that
if congestion is neglected land would be
undervalued. This conclusion is taken
further by Legey, Ripper and Varaiya,
who conclude that a market city is more
spread out, if congestion costs are not
somehow internalized by theactorsinthe
urban market. Kraus' circular city makes
asignificant attempt to allow other than
radia travel and the resulting model
illustratesthe costsof adding suchsimple
attributes of reality into a model.

Though these models are at a suffi-
ciently theoretical plane they should be
regarded as conceptua building blocks
towards more operational models. Each
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of theconcernsexhibitedinthesemodels:
the land/transport trade-off; the unique-
ness of location; the effect of transport
congestion on city form; the
consequences of egalitarian welfare
functions, etc., is a real problem which
hasfirst to bedealt with at ageneral level
before operationaization into policy
models.

In concluding this discussion of theo-
retical urban economic models we can
remark that higher levels of generality
and general equilibrium type models do
yield some insights into urban form, as
distinguished from particularistic and/or
partial equilibrium models. Thisis what
we would expect from highly complex
and inter-related phenomena.
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1. OPERATIONAL OR
POLICY-ORIENTED MODELS

This section reviews, cursorily, some
of the work done on policy-oriented
modelsover the past fifteen years. These
modelsarerather more difficulttoreview
than the explanatory models because of
their sheer size. In apaper such asthisit
is not practicable, nor of benefit, to
present all the technical details. Indeed,
it is difficult to present them technically
at all because of the complexity of their
notation. Here our objective is to appre-
ciatetheessenceof themethodol ogy used
in each of these models rather than
achieving a detailed understanding of
each. Thustechnical detailsare provided
wherever it is considered necessary for
this objective and symbolic notation is
used only when it facilitates exposition.

The models reviewed in this section
aremostly largein the sensethat the only
practical way to operate them is on a
computer. They are spatially disaggre-
gated to a greater or lesser extent and
allocate activities to geographic zones.
They pertain to metropolitan areas and
their concerns are intra-metropolitan.
Regional modelsarenot considered here.

Such models have had a checkered
history. They cametotheforeintheearly
1960s in the U.S. as concern over the
declining central cities mounted and

TOWARD MODELLING POOR CITIES A REVIEW OF URBAN ECONOMIC ...

721

various planning solutions were sought.
It was thought that these models would
help planners in their professional roles
as advisors to public decision-makers,
with emphasis on objective plan evalu-
ation. It was aso expected that they
would have an educational role in
developing better theory of urban spatial
structure as well asin giving planners as
well as decision-makersmore systematic
ideas of urban areas. These models have
failed with respect to the first objective
and been only partially successful with
respect to the second. Great disillusion-
ment had setinintheU.S. by about 1968,
but the challenge was enthusiastically
taken up across the Atlantic in Britain at
about the sametime. Meanwhile, thenew
urban modelling in the U.S. has been
done more by economists than others.

M ost urban modelsarefocusedonland
utilization, thetypes of structureserected
on the land, the prices of the land and
structures, the types of householdswhich
occupy these structures, and the impact
of changes in the transportation network
on this system. Part of production and
employment often caled 'basic’ or
"export-based’ isregarded as exogenous.
The number and types of householdsin
the city and their living place locations
arederived from the number and types of
workers and their workplace locations.
Thisisusually the most important part of
large policy-oriented urban models.
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While by no means exhaustive this
sectionreviewssomeof themajor strands
of policy-oriented modelling. TheLowry
model is presented first since it was the
first of itskind and isstill regarded asthe
high point of modelling experiencein 15
years. Many of the distributions gener-
ated by it were based on the gravity
concept of interaction. Later
developments in Britain have used the
entropy maximization technique to give
better theoretical basis to these tech-
niques. The concept of entropy maximi-
zation is therefore introduced in an
elementary way to facilitate
understanding of the basis of the models
that follow. These are models devel oped
by Marcia Echenique and hisassociates.

These models probably represent the
highest development of the Lowry
framework and are representative of
many such effortsin Britain aswell asthe
U.S. Moreover, they are of special rele-
vance to us because they are among the
very few comprehensive modelling
effortsso far attemptedinthe LDCs. The
NBER model reviewed next is the most
ambitious effort based on the use of
behavioural relationships-mostly
economics- that has yet been devel oped.
This model derives much of itsrationale
from the ’classical’ economic models
discussed earlier. Finaly Edwin Mills
policy-oriented planning model is
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reviewed. This is an optimizing model
using a mixed integer programming
framework.

3.1 TheLowry Model

The model was developed as part of a
study of the Pittsburgh region with the
purpose of aiding the regional planning
effort. The objectives of this model are
best stated in Lowry’ s words:
"The object of thisresearch has
been the development of an
analytica model capable of
assigning urban activities to
sub-areas of a bounded region
in accordance with those prin-
ciples of locational interdepen-
dence that could be reduced to
guantitative form. Themodel is
not designed to project regional
aggregates such as tota
employment or population, but
rather to allocate such aggre-
gates to locations within the
region. Properly adapted, it
should be useful for the pro-
jection of future patternsof land
development and for the testing
of public policiesinthefields of
transportation planning, land
usecontrols, taxation, and urban
renewal."

(Lowry, 1964, p. 2)
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Themodel has3 sectors: abasic sector,
aretail sector and ahousehold sector. The
basic sector is the export sector whose
employment and location is not affected
by local events. These are activities
whose location and employment levels
areassumed to begiven. Theretail sector
has local clients whose employment
levelsandlocationareclosely tiedinwith
accessto local residents. The location of
house-holds is powerfully influenced by
theresidents’ place of work. In addition,
the location and number of households
aso depend on the location of retail
establishments and vice versa, i.e., they
are interdependent. The structure of the
model isthereforequitesimple. It follows
the methods of social physicists more
than those of economic theorists. In other
words, it seeks to replicate the urban
environment by observing statistical
regularities rather than explaining them.
The main principle used in location of
retall enterprises and distribution of
households is an analogue to Newton's
law of gravity.

The level of interaction is directly
proportional to the mass of interacting
bodies and inversely proportional to the
distance between them -- usually the
square of distance.

The city was divided into agrid com-
posed of one mile squaresand thesewere
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thesmallest areasthat the model handled.
The model distinguished four types of
land use:

A=A +AT+AT+AT

where A;isareaof tract j;
U refersto unusable land;
B to areaused by the basic sector;
R to retail sector; and
H to household sector, i.e., resi-
dential

(70)

A, and A® are given asiis the employ-
ment provided by A?, i.e., E’

The retail sector is divided into types
of establishment each of which has an
employment function of its own:

E'=dN (71)
i.e.,, population N of the city generates

employment EX for type k retail estab-
lishments. For each tract |

n I(N.
E-piy| S0 +d'E,
! =1 T

Thisisin many ways the central part
of the model. The size of establishments
of type k in tract | is determined by
accessibility of house-holds over the
whole city but only local employment in
the tract E;. T}{ is a measure of distance
between tractsi andj and N; ispopulation
of tracti. a b, ¢, and d areconstants. This

(72)
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says that the likelihood of household
shopping trips declineswith distance and
market potential for atract isaweighted
index of the number of households in
surrounding tracts. Locally employed
individuals make only short range retail
trips.

E‘=YE

=1

(73)

5:$+%§ (74)

i.e., total employment in tract j isasum
of basic and total retail employment.

The land Al occupied by the retail

sector in each tract is then determined
through an exogenously specified
employment density co-efficient (€9) for
each type of establishment. Thus

A=Y &FE (75)
k=1

Total population is simply a function of

total employment in the city.

N=fXE (76)
j=1

The number of households in each tract
is a function of that tract’s accessibility
to employment opportunities.
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N=g3 o
a g i=lTij

(77)
Total population, is, of course, the sum
of tract populations

N=XN,

=1

(78)

The model then has some constraints to
control establishment size and densities.

E>2Z o E=0

(79)

The size of type k establishment must be

greater than some number Z*,
HpH

N, < Z'A (80)

places a constraint on maximum resi-

dential density for eachtract (which may
vary from tract to tract).

(81)

restrainstheamount of land used by retail
establishments to that available.

The model is shown to satisfy the
necessary conditionsfor solution, i.e., the
number of unknowns is equal to the
number of equations, and a solution
method is suggested using the constraint
inequalities.
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Wenotethat even such asimplemodel
with few behavioural relationships is
quite demanding in terms of data and
computer capacity. The city was divided
into 456 tracts, it had 1.5 million people
divided into 448,000 households and
550,000 jobs. It distinguished between 5
land uses: basic, residential, retail unus-
able and agricultural or vacant. It was
found that retail trade had to be clustered
intoonly 3 types: neighborhoodfacilities
like food stores and gasoline services;
local facilities like eating and drinking
places, medical and health services, etc.;
and metropolitan facilities with larger
versions of local facilities like depart-
ment stores, financial services, etc.
Almost all manufacturing was regarded
as basic. A great amount of data were
needed to generate trip distribution
functions. Space use standards had to be
derived to generate estimates of area
demanded by retail employment. It is
clear that such dataaredifficult tofind in
devel oping countries. Furthermore, gross
coefficients, (e.g., space standards)
would be difficult to observe because of
a far greater heterogeneity in types of
retail establishments.

The model was successful in generat-
ing plausible co-distributions  of
employment and residential population
given its very simple structure and
methodological underpinnings. Lowry
himself is very cautious in claiming
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usefulness of the model and realy
regards it as a first generation effort
leading to better work. Its map of the city
isfilled partly by hand and only partly by
its own structure. It is not easy to trans-
plant from one environment to another
since the structure of the model is very
sengitive to the data base on which it is
built.

While the Lowry model was seen to
have great promise it has not been pos-
sible to use it operationaly in many
places. Goldner (1971) reviews the
aftermath of the model in an appreciative
vein but really ends up hoping that future
models could be more useful. The
descendants of Lowry’s model observed
the basic/retall dichotomy; the causal
chain from basic employment, to resi-
dential population to retail employment;
and the multiplier relationships of all
other employment to basic employment.
Despite a great amount of modelling
effortintheU.S.itisremarkablethat only
one reached anywhere near operational
use. Innovations suggested have ranged
from higher disaggregation of tracts and
model parameters to finer specifications
of household and employment types.

Host of the operational models have
emerged in Britain where it is worth
noting that the number of tracts used in
most models is in the region of 100 as
compared with Lowry’s 456. Wilson
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(1974) and Batty (1972) provide a good
review of the theoretical and practical
developments in this field of modelling
in Britain: though therewas an explosion
of model building based on the Lowry
framework in the U.S. too it was largely
unsuccessful and few models, if any,
reached the operational stage. Useful
reviews of these developments are found
in Kendrick (1972) and Brewer (1973) in
addition to Goldner (1971) mentioned
above. It would appear that American
disillusionment, in large measure,
resulted from unrealistic expectations
about what could be quickly learned
from urban simulation models, serious
underestimates of the difficulties of
constructing truly useful models and the
lack of an appropriate and long term
financial commitment to their develop-
ment. Being tied to policy and planning
requirements of particular communities
and studies, virtually al efforts to date
have had to dea with unrealistic dead-
lines and other limitations. Judging from
the British experience one could also say
the opposite: there has been too much
money available for the development of
these models in the U.S. The result has
been unwieldy models which never
succeeded in being operational for policy
use. Thereweretherefore many disasters
and the model * movement’ died in 1968.
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Many obituaries and post mortems have
been written' but D.B. Lee's (1973) is
perhaps, the most insightful.

In Britain, on the other hand,
descendents of the Lowry model only
started to appear around 1968 and were
developed by Michael Batty and A.G.
Wilson under the auspices of the Centre
for Environmental Studies in London.
Practical work on the models has been
proceeding in concert under the direction
of Lionel March and Marcial Echenique
andtheir associatesat the Centrefor Land
Use and Built Form Studies in Cam-
bridge. They havebeen made operational
by the Cambridge group in 5 towns in
England - al of which have been of less
than 500,000 population. In Britain it is
conjectured that constraints of time,
money and computer use had led to
models which are smaller and therefore
easier to put into effect. Even so it is not
clear from any of the documentation if
they were actually used for policy pur-
poses. Batty (1975) has estimated that
total resources expended in urban
modelling in the last 8 years in Britain
have not amounted to more than
$600,000. About 20-30 models have
been developed during this time. If this
estimate is correct, the achievements

1. See Brewer (1973), Department of Transportation (1973) among others.
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have been truly remarkable. A review of
British modelling is found in Batty
(2972).

The Echenigue group has gone on to
develop modelsin Latin America, start-
ing with Santiago and Caracas, and is
now developing onein Sao Paulo. These
modelsareextensionsof their work inthe
5 towns in Britain and are essentialy
Lowry derivativeswithWilson’ sentropy
maximization formalism. Wereview the
Santiago and Caracas models in some
detail but present asimpleintroduction to
entropy maximization techniques before
proceeding further.

3.2 Entropy Maximization

A.G. Wilsonintroduced the concept of
entropy maximization to urban model-
linginthe context of Lowry type models.
He wanted to find a better theoretical
basis for the use of gravity models in
distribution and allocation. He explains
and developsthisin his1970 publication.
The gravity model is based on a Newto-
niananalogy. A characteristic function of
urban models is to find levels of
interaction between spatially separated
zones, e.g., the pattern of movements of
people or goods between zones. The
gravity model posits the interaction
between zones i and j as proportional to
each of a mass at i, a mass at j, and
inversely proportional to some function
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of the distance (or travel cost) between
them -- such as equation (72) -- in the
Lowry model. Thegravity analogy deals
in aggregates and the formulation is
deterministic. Entropy maximization
dealsdirectly with the components of the
system of interest and obtains interac-
tions as dstatistical averages. If we are
interested in the journey-to-work, the
gravity model takes a residential pop-
ulationinzonei and jobsin zonej as, its
masses,; the entropy maximizing method
deals with individuals, assesses their
probability of making ajourney and then
obtains statistical averages. This formu-
lation is therefore probabilistic.

The aim of this section is to give an
intuitive understanding of the entropy
maximizing method and of its role in
urban modelling. Before this can be
done, entropy itself needs to be defined
and purged of its thermodynamic con-
notations.

Entropy is a precise mathematical
concept measuring the "amount of
uncertainty" represented by aprobability
distribution. Nothing more nor less can
be read into the concept. Given a proba-
bility distribution:

P, P,
associated with arandomvariable
(82)
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S=-P In P
i=1

istheentropy of the system. Itisaunique
measure of the amount of uncertainty in
the given distribution. It measures how
uniformadistributionis. Our intuition or
common sense tells us that a uniform
distribution has a large amount of
uncertainty. Furthermore, the higher the
number of possible states, i.e., larger the
n, the more uncertainty there is. The
probability of any state occurringis

1 . 1

— e, P=-
n n

Entropy should therefore be a monoton-
icaly increasing function of n. Equation
(82) obeysthisrule aswell as some other
conditions which make it a unique,
unambiguous measure. Any change in
the direction of equalising the different
probabilities will increase the entropy.

(83)

Maximizing entropy amounts to say-
ing that wewant to make the distribution
as uniform as possible subject to
whatever constraints exist. The most
familiar use of entropy is in thermody-
namics. The characteristic problem there
isthat some average level of energy, say
E; in a system is known; there are many
different quantum levels E; and we want
to assign probabilities to each of these
guantum levels. This problem is solved
by maximizing entropy subject to the
condition that the expected value of E; is
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E. The solution to this constrained
maximization problem assigns these
probabilitiesto each quantumlevel. What
the method achieves is that, given the
meanvalue, it provides themost uniform
distribution possible.

Another example presents a more
intuitive understanding of the entropy
maximization technique. Suppose there
are 1000 cars parked bumper to bumper
and they occupy the full length of, say, 3
miles. We also know the total weight of
these 1000 cars. We can also find out the
lengthand weight of each makeof car that
may be in this cluster of cars. The prob-
lem is: given only this information, can
we make any inferences about the
number of cars of each make that are in
this cluster. We can convert thisinto an
entropy maximization problem and the
solution will give us the most likely
distribution of makes. If n; isthe number
of cars of makei, N the total number of
cars, then the distribution of

where there are m makes, is the distri-
bution we are looking for. The tota
weight and length of all cars and the
weight and length of each make is the
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information we have. This information
comprises the constraints to the entropy
maximization problem.!

The function of the technique is
therefore to provide the most plausible
unbiased distribution given rather
sketchy information. It makes sure that
no other information or bias other than
that subsumed inthe constraint set occurs
in the predicted distribution.

In the context of urban systems, the
use of entropy maximization is well
illustrated in relation to a system dealing
with movements of people, for example
thejourney towork. A stateof thesystem
isdefined as an assignment of individual
personsto the movement channelsin the
system such that it does not violate any
of the constraints on movements. A dis-
tribution of the system is a macro-
property of the system -- adistribution of
total movements regardless of the
movements of individual persons. There
are three levels of resolution in this
anaysis. First, the micro-state is the
assignment of each individual to partic-
ular work trip categories. Second, the
meso-state is the number of individuals
going from each origin i to each desti-
nation j. Third is the macro-state which
describesonly how many peoplework in
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each destination j and how many livein
each origin i. Many combinations of
micro-states can give rise to the same
meso-state and many combinations of
meso-states can give rise to the same
macro-state. This problemis rather sim-
ilar to the car problem described above.
Given a macro-state we can use entropy
maximization to find the most likely
distribution of meso-states and given a
meso-state we can predict themost likely
micro-states. Since many states of the
system canform onedistribution, thenon
the assumption that all the states are
equiprobabl e, themodel isbased uponthe
most probable distribution of person
movements subject to any constraints.

Generating a journey-to-work distri-
bution through the use of entropy maxi-
mization amounts to saying: if we
repeatedly ask the population of acity to
choose work and residence locations
aimlessly (or randomly), though subject
to some constraints, the distribution that
we get most often is the distribution that
entropy maximization provides. The
constraint set can, of course, contain
information which divides people
according to income classes, race,
employment type, etc., analogous to the
information on length and weight of each
make in the car example above. The
journey-to-work distribution that is

1. This method of presentation istaken from: E.T. Jaynes "Probability Theory in Science and Engineering" Dallas,

Texas: Feld Research Laboratory, 1958.
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obtained is in this sense not totally ran-
dom. However, beyondtheconstraint set,
the ‘randomness prevails and it is this
implication of the entropy maximization
technique that is seen here as the most
problematical in the context of urban
modelling. Evenwithin classifications of
employment, income, race, etc., people
do not locate themselves aimlessly but
through the operation of some preference
functions (implicit though they may be),
and subj ect to the external market forces.
If all thisinformation can beincluded in
the constraint set of the entropy maxi-
mizing procedure the same result is
obtained. That thisis unlikely will now
be demonstrated mathematically. Tothis
it should be added that intuitively this
would appear to be an extremely difficult
task, if indeed itispossibleat all. Inany
caseinpracticethusfar, the constraint set
has seldom included any preference
functions and even the market informa-
tion included has been rudimentary.
Thus, characteristically, entropy
maximization models which utilize
mean values to generate variouslocation
distributions can scarcely be regarded as
having any predictive value.

Mathematically, entropy maximiza-

tion does the following:
Given arandom variable

with probability
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We maximize entropy.

S:_inpia In P (85)
st. 2 pf(x) = E{f(x)} (86)
and X¥p=1 (87)
Thisgives

P, = exp{-A—pf(x) (88)
and € =Y exp{-uf(x) (89)

(sinceP, =1)

where A and u are the Lagrange multi-
pliers.

This shows that if we know averages
we can generatetrip distributions. Thisis
the basic entropy maximization proce-
dure: clearly the number of constraints
can be increased to include more
information.

The following now demonstrates the
conditionsin which a utility maximizing
technique gives similar results. This
treatment follows Wilson (1970).

In the standard utility maximizing
problem, we maximize:
U=u(Xy, X, X, M)
st.

(90)

XP,=M (91)

where U isthe utility of the consumer
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X; are amounts of goods con-
sumed
p are prices

and M istheincome of the consumer

To obtain asolution we maximize, yet
first order conditions, solve the resulting
eguation system and thenfind the optimal

guantities.
If we now define:
XiP,
yi= M (92)

y; can beaprobability distributionand we
have

S=-2y, In vy, (93)

We can also write and maximize

yiM, y,.M yM
U—U( PP I:)n,l\/l} (94)
St. Zyi =1 (95)

and find a solution

Yi=Yi (P Pr... Py M) (96)

which defines the same system as the
standard utility maximization system.

Now let there be constraints

..... Vo) = O« (97)

k=1,..m

f (Y1 Y2
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and maximize

st.
yi=1 (99)
and constraint set above (97)

Wilson then suggests that maximizing S
isequivalent to maximizing

U=S+2m(g-f) (100)

st. Xy =1 (101)

Here under certain conditions , are
the Lagrange multipliers of the earlier
maximizing S problem.

If entropy S plays noroleinthe utility
function this will exhibit itself in two
ways:

(i) The parameters , will be large
compared with S, thereby reducing S to
insignificance;
or (ii) Therewill beasmany constraints
(components of the utility function) as
there are variables y;, in which case the
set of constraint equations can be solved
directly for they, swithout reference to
entropy.

What isreally being said hereisthat if
we put all the information that we have
inautility functioninto constraintsinthe
entropy maximizing problemthesol ution
will be the same. To understand this
better: if autility function ordersbehavior
in arather deterministic fashion and this
can be transformed into a constraint set
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there will be little allowance for uncer-
tainty in the system. Hence maximizing
ameasure of uncertainty (entropy) would
make no difference and the same answer
would be obtained. The argument is
therefore that if the utility function does
not have this kind of information then
uncertainty should be taken account of:
entropy maximization does this while
utility maximization does not. Therefore
the former isamore general procedure.

The problem isthat it may not always
be possible to transform the information
in a utility function into a usable con-
straint set for entropy maximization. If
thisin fact can be donethere would beno
differenceinthesolutionand therewould
be no meaningful choice, However,
maximizing entropy inasystemwhichis
completely determined by the constraint
set serves no purpose. Thus the corre-
spondence between utility maximization
and entropy maximization is illusory: it
happens only when entropy maximiza-
tion loses its meaning.

It is hoped that the above gives an
intuitive as well as partial mathematical
understanding of the entropy maximiza-
tion approach. It gives some idea of the
role of mean values and of the various
parameters that are used in distributions
in the Echenique et. a models that are
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reviewed next. Some basis is also pro-
vided for the methodological criticism
that is offered for these models.

3.3 TheEcheniqueet al Models

Some of the main attempts to apply
modelling techniques to L.D.C. cities
have been made by Marcial Echenique*
and his associates in cities in Latin
America. They have built and calibrated
modelsfor Santiago and Caracas and are
now doing so for Sao Paulo. These
models are essentially built around a
Lowry framework embellished by
entropy maximization distribution tech-
niques while each model has its specia
characteristics and objectives. Here we
describe in some detail the Caracas and
Santiago models though technical detall
is kept at a minimum. The Sao Paulo
model is the latest one being developed
and no documentation isavailable asyet.

These models are extensions of the
urbanstock and activity model devel oped
at Cambridge (Echenique et al., 1969)
which had been applied to new townsin
Britain. The Santiago model expandsthe
original framework of the Cambridge
model by modelling the inputs to the
urban model; that is, thelocation of basic
employment, the transport cost and
parameterssuch asthelabor participation

1. Of the Martin Centre for Urban and Architectural Studies, Cambridge University, England.
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rate and service employment ratio. This
isdone by coupling the urban model with
aregional model and a detailed transport
model. Theoriginal model givesat every
timeinterval the changesin employment
by economic sectors and the population
change. The transport model interacts
with the stock and activity model deter-
mining the level of accessibility in each
zoneby adetailed assignment of vehicles
to the networks.

The Caracas model attempts to disag-
gregate the urban model in order to
explore policies related to income
distribution and squatter housing. In
order to do this an economic framework
is used to explain the urban processes:
given the location of basic employment,
the socio-economic groups and income
groupsof theseemployeesarecal culated.
The income of workers determines the
housing type and transport that they can
afford. The model attempts to ssimulate
the operation of asimplified land market,
establishing rents and land values by
competition of different land uses.

The Santiago Model

Thestructureof themodel isillustrated
inFig. 3.
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The Regional Model predicts changes
in population given birth and death rates,
migration data and demand for labor in
each region. Employment is regarded as
proportional to theamount of investment
which is considered exogenous. In this
case only public sector investment is
takeninto account sinceit comprises77%
of total investment and is, perhaps, more
predictable. The output from theregional
model isfed into theintra-urban model at
each time period. Theresults of different
investment policies, e.g., different alo-
cation mixes between regions can be
tested. The model gives employment in
each region by different sectors. agri-
culture, mining, manufacturing and
administration.

The Intra-urban model is divided into
various parts:

(i) Basic Employment Model: This
distributes the total basic employment
given by the regional model through
zones and employment sectors. Agri-
cultural employment is a function of

-agricultural land available
-fertility
-accessibility to consuming zones

and is subject to maximum density con-
straints.
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(i) Industrial employment isafunction
of
-industrial land available
-regional accessibility of zones

and an additional parameter isintroduced
to simulate the existing cluster behavior
of industry.

Administration and finance employ-
ment is merely a function of urban
accessibility.  Finally, some service
employment which is generated by the
rural population (agricultural and min-
ing) is also regarded as basic employ-
ment.

(iii) The urban stock and activity
model: this takes account of the spatial
characteristicsof thecity to distributethe
population to residential areas and to
generate service employment. It takes as
inputs
- amount of land available for develop-
ment in each zone

- transportation network

- total amount of floor space per
employee

- basicemployment space standards

The model first distributes the existing
stock of floor space, then the location of
residential activity and finally the loca-
tion of service employment generated by
the residential activity. This process has
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to be iterated until the service employ-
ment reaches the total given by the
regiona model. These distributions are
done by the entropy maximization tech-
niques.

(iv) The transportation model:

Giventhedistribution of activitiesand
the transportation network the transpor-
tation model can simulate the travel
activities of the city. Since the
distribution of activities depends on the
transportation network and viceversathe
transportation model can be linked to the
stock and activity location model and
iterated to simul ate the changes resulting
from changes in either. The model has
four stages:

(@) Trip generation: this givesthe total
number of tripsemanating fromand
coming cc each zone.

(b) Distribution and Modal Split: this

providesthedistribution T}, i.e., the

number of tripsfrom zonei to zone

j by mode k. This requires a cost

matrix to operate. The modes con-

sidered were bus, motor car and
pedestrian.

Network assignment: this assigns

the trips through the network

defined asa set of modes and links.

Each mode hasadifferent network:

buses follow pre-established

routes, cars avoid congestion while

(©)
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pedestrians  follow the shortest
routes since no congestion is
allowed for them.

Generalized cost; this assigns costs
to each of the modes and routes,
These costs are then fed back into
step b. and iterated until conver-
gence.

(d)

Theoutput of the transportation model
isessentialy theinter-zonal accessibility
matrix which isfed back into the activity
stock and location model and the whole
model is then iterated.

Smulation for Santiago: Since the gov-
ernmental changes in Chile this model
has been abandoned. It would appear that
not much work was done on it after
calibration. Work on the model stated in
1970 and it was finally operational in
1973.

The simulation was done over a sixty
zone irregular pattern. Data were
obtained from various sources.

- population from the 1970 national

survey

- employment from 1969 and 1972

origin destination surveys and
made compatible with the 1970
census

- floor space from the taxation office

- roads from the Ministry of Public

Works and Transport.

- maps.
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All information was based on 1970.
The regional model was run to simulate
the period 1965-70. It was run, under 3
different investment assumptions for
prediction up to the year 2000.

- continuation of part investment

pattern

- noinvestment in Santiago

- noinvestment in service activity in

Santiago

All the simulations were found to be
quite accurate as compared with actual
data for the relevant years. There is no
evidence nor information on the effi-
ciency of the model as a predictive
device. Since the model is calibrated on
1970 data it is not surprising that it
simulates the past well.

The Caracas Model: A Disaggregated
Model of a Metropolitan Area

This model is said to combine the
macro-scale or socia physics approach
with the micro-scale or economic
approach. It attempts to simulate inter-
action of supply and demand in the land
market. Given the location of ‘basic’
employment (manufacturing, govern-
ment and agriculture) the model distrib-
utesemployeestotheir residential places.
As in the Santiago model and other
models with the Lowry structure, the
residential population generates demand
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for services which generates more
employment and more services and iter-
ates until equilibrium is reached.

It has 5 sub-models:

(i) Employment: This determines the
socio-economic group according to
employment type. Each socio-economic
group has an income distribution, which
determines the housing type they can
afford as well as the transport they use.
The model has 4 employment types

-service

-industrial

-government

-agricultural
and 3 socio-economic group types,

- manageridl

- professional and technical

- clerical

- manual

- agricultural worker

We have
EY = E_xpE(xy)
where EY is number of employees

working in zone i of employment type x
and socio-economic group y. Given Ef
thenumber of employeesof typexinzone
i, and p=, the proportion of employees
of type x who are in socio-economic
group y, E” is obtained.
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Once thisis obtained the income of
each group isdetermined. To do thistwo
parameters have to be known.

meanincome of employeesingroupy,
aparameter of thedistributionin group

y.

Thedistributionisdone over 5income
ranges. The next step in the procedureis
to cal cul ate E*° the number of employees
workinginzonei inincomegroupzliving
in house type h using transport type o.
Here there are two types of housing h

- normal housing

- squatter housing.

Transport typesire aso two
- car owners
- NON car owWners,

This calculation can be done with a
knowledge of the following parameters:

- value of mean income in income
group z

- meanincome of those using transport
type O.

The distribution parameters generating
the distributions from these mean values
haveto be calibrated.

Theoutput of thissub-model therefore
gives (a) the number of employees

EY
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working in zone i of employment type x
and socio-economic group y
(b) EiZhO

those working in zone i income group z
living in home type h and travelling by
transport type o

(c) various combinations and sum-
mations of the above.

(i) Land: This sub-model distributes
land for different uses depending on rent
paying ability and total supply of land.

Symbolically, the model calculates L}
the quantity of land used by activity gin
each zone j. The supply of land is con-
sidered as a function of total land avail-
able in the zone, L;, and the demand by
eachactivity. Heretheactivitiesareof six

types

- service

- industria

- government

- agricultural

- normal housing
- squatter housing

i.e. the sum of employment and housing
categories.

Once again various mean values and
standards are required and distribution
parameters to be calibrated:
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- land standards according to each
activity

- level of each activity in each zone

- mean rent paying ability or each
activity in each zone

- amortization rate of expenditure in
land according to activity.

Thetotal value of land in each zoneis
calculated asthe sum of all expenditures
on land in each zone.

(iii) Residential location: This set of
equationsdetermines E™, i.e, thelikely
distribution of employees working in
zonei living inzonej in income group z,
housingtypeh, transport type o and using
transport mode k. For this to be accom-
plished, various other calculations have
to be made first.

- monthly cost of location which con-
sistsof monthly cost of transport to work
according to mode, monthly average cost
of transport to services according to
income groups, value of time spent in
travelling according to incomegroup and
mode, and the average rent for housing
typehinzonej

- mean location cost for each income
group

Each of the location cost components
are calculated as usua with the help of
various mean vaues and distribution
parameters.
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Once the employees are distributed to
residential zones according to income
group, housing type and mode of trans-
port the model transforms them into
households and thence the totad
population in each zone.

(iv) Transport: This sub-model cal-
culates the transport costs needed for the
residential sub-model.

The cost of the journey to work is
merely an average cost per mile for each
mode multiplied by the distance and
frequency of trips between zonei and j.

The cost of transport to service loca
tions is somewhat more complicated
sinceit hasto be calculated according to
household location and income groups.
Furthermore, service trips from work-
places have to be accounted for also.

(v) Service location: This sub-model

caculates
sfhok

P;
i.e. the number of peoplelivingin zonej,
travelling to zonei for services, belong-
ingto householdincomegroupf, housing
type h, having transport type o and
travelling by mode k.
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The calculation involves a knowledge
of mean monthly transport costs to ser-
vices and the calibration of adistribution
parameter.

Having calculated the distribution of
population making service trips the
model generates

E

the number of employees required for
servicesin zonei.

Solution of the Model

Figure 4 illustrates the structure of
inter-relationships in the model and the
iterative process used to solveit. It also
well illustrates the central importance of
the residential location sub-model. A
solution of the model requires the fol-
lowing equilibria.

(&) Employment-Population: Given
employment, residential population is
generated resulting in a demand for ser-
vices, hence service employment is
added to original employment and the
process iterated until equilibrium is
reached.
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Figure4: CARACASMODEL: STRUCTURE OF ITERATION PROCESS
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(b) Location cost - residential loca-
tion: is largely determined by location
costsof whichonecomponentisrent. The
rent is a mean for all residents and
therefore depends on who lives in the
zone. Thisprocess isiterated to reach an
equilibrium.

(c) Residential Location - Land: The
demand for land is generated by mean
rent which determinestheamount of land
residents are able to buy in competition
with other activities. The new land is
distributed until thereisnofurther change
in the distribution of residents across
ZOnes.

The order of solution isas follows:
Given employment
(i) location cost - residential location
equilibriumis achieved

(if) servicelocation and distribution of
land is achieved

(iii) newincreasein employment causes
more residents and the whole pro-
cess is repeated again and again
until full equilibrium isachieved.

It is not clear from the summary
mathematical statement of the model
why the model should be expected to
converge to an equilibrium.
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Application to Caracas

The city was divided into 30 zones.
Service and government employment
was concentrated in one zone, industrial
employment in three and agricultural
employment only in peripheral zones.

All land with less than 60% slope was
regarded as available but excluding land
for such public purposes as parks, mili-
tary uses, cemeteries, university and for
roads. The employment structure was
found to be

51% service

32% manufacturing

16% government and services
1% agriculture

Most of the datacame from a 1966 5%
sample survey covering some 60,000
people. The data required were

(a) Basicinputs:

- employment located in each zone
according to employment type

- land availablein each zone

- distance matrix for each pair of
zones

(b) Coefficients:
The nature of these has been men-
tioned in the description of the model.

(c) Output values: essentialy the out-
puts are
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E - employeesworkingini

living in j, income group z,
living in housing type h, having
transport availability o and
travelling by mode k

H™ - households living in j, income

group f,
living in housing type h and
having transport availability o.

- cost of location of an employee
livinginj,
working in i, income group z,
house h,
using transport mode k and
owning transport type o

Various summations of the above can
also be obtained for different variables.

In addition, transport costs, housing
costs, land values, land availability, trip
lengths, etc., can also be obtained in
disaggregated form.

Simulation of the model gives good
resultsin terms of the closeness of output
values to the actual 1966 data.

Evaluations
Thedevel opment of the Caracasmodel

wasbegunin 1968 and, perhaps, finished
inlate 1973 or early 1974. It is not clear
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how much it cost nor how many profes-
sional man-years were spent on its
development. The total financial aswell
as professional costs are likely to be
substantial, especidly if the basic model
development costs in  Cambridge,
England are aso included.

The basic criticism of these modelsis
of their model structure and methodol-
ogy. Despite Wilson's innovative
explanation and development of entropy
maximization techniques, their basis for
urban simulation remains suspect. What
the technique essentially does is to take
the mean value of some variableand then
generate some most likely distribution
around it subject to whatever constraints
are chosen.

Toillustrate, one step in the procedure
in the employment sub-model (p. 94) is
to calculate E™ - the number of
employees working in zonei, in income
group z, living in housetype h, and using
transport type o. This calculation is car-
ried out by using:

- vaue of mean income in income
group z

- vaue of mean income in housing
group h

- value of mean income of those in
transport group o
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and two distribution parameters for dis-
tributing housing group h and transport
group 0. These parameters are calibrated
from the base data. Thus, various mean
values pertaining to different groups are
used along with calibrated distribution
parameters to obtain the required E*
distribution. A similar procedure is
employed in all the other distributions
obtained in the model.

As such, the model merely replicates
observed dataandi, isthen not surprising
that its simulation is remarkably closeto
actual values. At best, such amodel can
be viewed as a set of reduced form esti-
matesof behavioral structuresthat arenot
specified, at worst it is a collection of
spurious, accidental or temporary rela-
tionsbetween variables. If thelatter isthe
case, themodel has no content and could
be dangerously misleading in forecas-
ting. If the former istrue, then the model
is useful as long as the underlying
behavioral structure is unatered. The
problem is that it is impossible to judge
which is the case and even if the more
optimistic assumptionistrue, wehave no
basis for knowing when or for what
reasons the unspecified underlying
structure changes.

The usefulness of this model as a
policy tool is therefore under serious
guestion. The Caracas model was cali-
brated for 1966 data. It has not been
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updatedfor any later year because of lack
of data. If thishad been donetherewould
have been some basis for an informed
evaluation. Model simulation for a later
year based on 1966 calibration could
have been tested on actual values. Onthe
basisof thistest somefaithintheinvisible
underlying behavioral structure might
have been generated. Asit isthereis no
basis for even this modest assurance and
the lack of post 1966 data merely
underscores the difficulty of obtaining
datafor such amodel of an LDC city.

The Santiago model never went into
real operation because of the govern-
mental changes in Chile. It was devel-
oped under governmental sponsorship so
the expectation was that it would have
been used for policy purposes. Whileitis
true that the governmental change in
guestion was of a radical nature, this
circumstance nevertheless illustrates an
important problem in the use of such a
large model for policy purposes. Any
‘good’ large model requires time to
develop as well as for data collection.
Three yearsis amost aminimum for the
model to become operational. Y et policy
makers change over such periods as a
matter of routine. LDCsin particular are
more proneto rapid change. Modelssuch
as the Santiago and Caracas models,
which have a rather opaque method-
ological base, are then all the more dif-
ficult to explain and ‘sell’ to successions
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of competing policy makers. If their bases
were less opague, it could be easier to
convince new policy makers of their
continuing validity.

The Echenique group is now devel-
oping a model for Sao Paulo. It is
expected that this model will take less
than ayear to develop, utilizing about six
professional man years in the process.
This model will be a more aggregated
version of the Caracas effort. Documen-
tation is still not available, so not much
can be said. If it is developed within a
year, that would be an encouraging sign.
However, the strictures against its
methodology would remain.

It must be pointed out that the Caracas
model was developed as an educational
device in a university environment.
Strictures against its use as a policy tool
may therefore be unfair to the authors,
although they proffer good advice to
potential users.

The problem of data has aready been
mentioned. It has two dimensions. First
is the sheer lack of and the difficulty of
collecting such detailed data. Second is
the time-factor. With the rapid pace of
change in LDC cities, no sooner is a
detailed set of data collected, than it is
obsolete. What this implies is not that
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data should not be collected and model-
ing given up but that smaller, more
manageable sets should be sought for
smaller, more manageable models.

Thebasic use of the Echenique models
for policy purposesisasforecastingtools.
They can give planners information on
the possible consequences of ther
actionsaswell asstimul ate thought about
new directions, They have no normative
content. They do not help in evaluating
any consequences. Tothe extent that the
planners have faith in their forecasting
structurethe modelsare clearly useful, to
the extent that they do not, themodelsare
unusable. It is then left to the modellers
to find ways of defending their model
structure and explaining it to planners.
This process is easier for models with
more comprehensible structures. Models
placing greater stress on behaviora
relationships can be just asmisleading if
these relationships are badly estimated,
but they are easier to test since these
relationships are easier for the non-
modeller to appreciate or rgject. In this
respect it is encouraging to note that the
Caracas model has as an objective sim-
ulation of the land market according to
micro-economic concerns, though the
actual market simulation is somewhat
primitive.
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Before concluding this section, t is
worth mentioning that Nathaniel Lich-
fieldand Partnershavedevel oped similar
models somewhat further as described in
Christopher Turner (1975) and Lichfield
(1975). In addition to a few structura
modifications, their major extension in
the Urban Growth Simulation Model for
North Central Texasisthe application of
eval uative sub-model stotheoutput of the
main model. These sub-models evaluate
the consequences of alternative policies
on the cost of public utilities, on air
pollution, accessibility to urban
resources and 'socia deprivation’. This
IS an encouraging development in mak-
ing these models more directly relevant
for policy concerns.

3.4 The N.B.E.R. Smulation Model *

Thisis perhaps the most ambitious of
all urban modelling attempted. It follows
a somewhat different family of models
pertaining to transportation and urban
land use. Six of these built in the late
fifties and through the sixties for the
Puget Sound, Southeastern Wisconsin,
Atlanta, Detroit and the San Francisco
Bay area(2) arewell reviewedinBrown.,
et. a. (1972). Here we merely describe

TOWARD MODELLING POOR CITIES A REVIEW OF URBAN ECONOMIC ...

745

some of their unifying characteristics as
a prelude to the N.B.E.R. simulation
model.

The objective of these models was to
help policy makers in the planning of
transportation. They are characterized by
the assumption of an undirectional
relationship between land use and trans-
portation. Thus considerable effort is
devoted to modelling land use in some
detail to derive transportation require-
ments. Regional  population and
employment forecasts are taken as
exogenous. Input-output methods are
used to forecast future employment by
industry. Retail employment is derived
from these forecasts and households
located according to family type. Dif-
ferent models employ various levels of
disaggregation for dwelling types and
household types and their assignation.
These results for projected land use then
providethebasisfor futuretransportation
plan design. Some use supply and
demand concepts for equilibrating the
housing market, taking into account
volume of housing stock and pattern of
filtering with age of structures. The San
Francisco model sare somewhat different
in that they follow the Lowry model
structure.

1. This section reviews the work described in Ingram et., a. (1971, 1972), Kain and Ingram (1974) and Brown et.al.

(1972).
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All these models have heavy data
requirements, but still have few behav-
ioral relationships embedded in them.
They are in the genre of mechanistic
forecasting modelswhich find it difficult
to cope with technical changes and
innovations which affect the structure of
citiesinacrucial way. Interdependencies
are usually modelled in a sequential
manner: the tension between sequential
and simultaneous relationships has been
observed earlier. All of these models
were expensive:

(i) Atlanta$l.75m

36%
24%

Data collection
Analysisand models
(i)  South Eastern Wisconsin $1.99 m
62%
14%

Data collection

Analysisand models
(iii)  Bay Area Transportation Study $5.54m
60%

18%

Data collection
Analysisand models
(iv)  Detroit Talus $4.70m
46%
19%

Data collection
Analysisand models
(v)  Puget Sound Transportation Study $1.7 m

(further breakdown not available)

We note that a mgor part of the
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The NBER simulation model was
embarked on to improve on earlier work.
It was deeply rooted in economic theory
with utility maximizing households and
profit maximizing firms. Its goals were
to:

(@) enrich economic theory;

(b) advancethe art of model building;

(c) evaluate problems of urban growth
and decay; evaluate specific prob-
lems and policies; and consider
broad strategies fur dealing with U.
S. cities.

Thiseffort hasbeen quite successful in
realising (a) and (b), but somewhat less
so in realizing (c), despite the fact that it
has been handsomely supported finan-
cially aswell asintellectually. Themodel
doesnot appear to have reached the stage
of evaluating public policies.

We now describe the model itself:
The Model

The NBER model incorporates the
theoretical approach of the traditional

anaytic models of residential location
and urban spatial structure into aframe-

expense was always on data collection work with more redistic and less

thus underscoring the importance of
lookingcritically at dataneedsof models.

restrictive assumptions. It is more

realistic in the following ways:
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(i) It drops the monocentric assump-
tion of analytic models and explic-
itly incorporates multiple work
places.

(if) It abandons the long run equilib-

rium framework of analytic models

which characteristically ignore the
effects of durability of capital. The

NBER model overcomes this by

representing the standing stock of

physical capital in the city and
models the supply side of the
housing market in detail.

(iii) Findly, it takes account of exter-

nalities such as neighborhood

effectsand racia discrimination.

It was designed to simulate major
changes in urban spatia structure that
occur over periodsof from 10to 50 years.
It simulates effectson spatial structure of
long term trends in the level and distri-
bution of employment, changes in
transportation, technology and increases
in income. It provides a description of
gpatial structure at a point in time and
modifies this over a period of years by
simulating location and investment
decisions of firms, households and home
suppliers.

The model, is primarily a model of
urban housing markets. It does represent
other urban phenomena, such asindustry
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location and changesin the demographic
structure of the population, but the
behavior of the housing sector is its
central concern. Thisinvolves modelling
the behavior of housing consumers,
suppliersand the’ market’ in somedetail.
In doing thisit is claimed to improve on
previous models (most of the socid
physics variety) which were elaborate
statistical descriptions with little or no
theoretical justification.

The model can be described in terms
of ademand sector, asupply sector and a
market clearing sector. The activities in
each of these sectorsarecarriedoutinone
or more of seven sub-models.

(&) Demand Sector

(i) Employment Location Sub-
Model: Given an exogenous change in
total employment, it revisesthelevel and
composition of employment at eachwork
place and by each of nine industry types.
It translates employment changes by
industry to changes in employee char-
acteristics.

(it) Movers Sub-Model: According
to the results of (i) above this model
generates movers, i.e, households
vacating housing units in response to
employment changes, and modifiesthem
to produce households seeking housing.
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Thishas the effect of preserving some of
the city structure and changing it only
incrementally.

(iii) Demand Allocation Sub-
Model: Thisiswherethemodel allocates
households to housing types. It takes
account of the costsof thejourney towork
and expected housing prices to form
gross housing prices. Thus each housing
type is associated with a gross housing
price in relation to every work place.
Finally, household allocation is per-
formed by the use of demand functions.

(b) The Supply Sector

(i) Vacancy Sub-Model: Asaresult of
the movers (a, ii above) this sub-
model generates vacancies in each
zone by housing type. This aso
includes new construction.

(i1) Filtering Sub-Model: Inresponseto

expected housing prices formed in

(a 1i1) above quality classifications

of available housing stock are

changed. This also takes account of
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expected maintenance cost and

therefore relative profitability of

different maintenance strategies.
(ili) Supply Sub Model: This also
responds to (a, iii) above and per-
forms  stock  transformation
according to profitability of
construction and transformation
activities from expected prices and
exogenous building costs.

(c) Market Clearing Sector

Market Clearing Sub-Model : Moving
householdsarematchedto availableunits
of the types chosen in the demand allo-
cation sub-model. Each house-type is
solved for as a separate sub-market.
Shadow pricesareusedto generate prices
for the nest Lime period. Work-trip pat-
ternsare also updated.

The model structure described above
isillustratedin Figure5. Embeddedinthe
model structure described above are the
following special features not found in
most other models:
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(i) Most other modelslocate the entire
popul ation at onceto producetarget
year solutions. This model allows
adjustments in employment and
residential locations, alterations to
thehousing stock and changesinthe
distribution of work trips in an
incremental fashion only. This has
the effect of letting the existing city
structureinfluencethefuturewhich
isapleasing simulation of reality.

(i) The model does not force equilib-
rium of each housing sub-market in
each period. Individual housing
sub-markets are allowed to have
excess supply of units (vacancies)
or excess demand which, in turn,
affect prices in the next period.
(iii) The model produces expected
housing price by housing type and
zone for each period. These prices
affect the behavior of households
seeking housing as well as firms
producing them.

In the ‘Detroit Prototype’ version of the
model the region is divided into 19
workplaces and 44 residence zones, the
former being aggregates of 32 inner res-
idencezones. It distinguishes households
by family size, family income and
education and age of head resultingin 72
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household classes. Housing is distin-
guished by structura type, number of
rooms, quality and lot size, resulting in
27 types. There are two modes of travel.

We now describe some of the pro-
cesses determining the distributions
generated by the model.

(a) Behaviour of theConsumer: The
consumer is essentially seen as the clas-
sical utility maximizing household. In
thismodel thefollowing assumptionsare
made:

(i) The household has a fixed and
predetermined set of demands for
travel to known destinations. The
journey to work predominates in
travel costs and households place
monetary value on travel costs.

(i) Households have preferences for
housing ‘ attributes’ which they buy
in afinite number of combinations
of “housing’ bundles.
(ili) Housing bundle prices vary by
locationandthese pricesurfacesare
known to consumers who act as
price takers.

The consumer’ s problemisthen posed
as a cost minimization problem. Since
travel costs are subsumed in gross hous-
ing prices, the optimal location for the
household is that location which has a
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‘housing bundle’ whose price is the
minimum. These minimum prices, fur-
thermore, are the result of its demand

based on income, household
characteristics and taste in the traditional
demand analysis way.

(b) Determination of Housing Prices
and Quantities

As mentioned earlier, the NBER
model differs radicaly from earlier
approaches in recognizing the durable
nature of urban structures and allowing
city structure to change only marginally
in each period. Thisalso hasthe result of
allowing disequilibrium in various
housing sub-markets. However, it fol-
lows traditional economic theory in
assuming that housing production is
responsiveto market demandsand prices,
that suppliers are profit maximizing and
that households are price takers in both
output and factor markets. It assumes
further that

(i) Housing outputs are heterogeneous
and are produced using combina-
tionsof existing durable structures,
current inputs and neighborhood
attributes.

(i) Most of thesupply ineach periodis
from used structures.
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(iii) Some of the housing attributes are
not produced by competitivefirms,
e.g., they are supplied by local
governments. This has the effect of
placing constraints on suppliers
actions.

The production function for housing
consequently reflects these assumptions
in including existing structures and
neighborhood characteristics asinputsin
the function. This is a radical departure
from standard practice which usualy
includes land, capital and labor in inputs
in a production function.

(c) Market Clearing

Thehousehold’ sselection of ahousing
bundleisrepresentedinthe NBER model
by econometrically estimated demand
functions. These equations express the
probability that a particular household
will consumeaparticular typeof housing
as a function of the household’s socio-
economic-demographic characteristics
and the minimum gross price of the
bundle. Solution of these functionsgives
the number of persons employed at each
workplacewho will demand each type of
housing bundle. The demand for each
type of bundle is summed over all
workplaces, and firms then attempt to
satisfy this demand in each location on
the criterion of profit maximization.
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Spatial competition among house-
holds competing in the same housing
sub-market is represented in this model
by a linear programming algorithm
which  minimizes aggregate travel
expenditurefor households competing in
the same sub-market. Thusthe procedure
alsoyieldsshadow pricesfor eachbundle
type in each residence zone in the solu-
tion.

The output of the model essentialy
givesthe workplace and location of each
household and the bundle of housing it
consumes. Further it produces expected
prices for each type of housing in each
residence zone during each period.

Included among the inputs to the
model are employment; costs of per-
formingvarioussupply activities, (i.e., an
array of supply costs with a given
technology and fixed factor costs); zon-
ing constraints like limits in residential
density; amount of availableland in each
zone; and forecasts of demand over cur-
rent period.

Evaluation

The NBER model is being developed
still further and has now reached a third
version, ‘Pittsburgh I1’, but little docu-
mentation is available after the Detroit
Prototype. The major modification is an
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expansion of the number of neighbor-
hoodsinthe model which (because of the
way housing bundles are defined)
reduces the number of housing bundles
that have to be coped with in each zone.
The model has really developed into a
research process rather than a product.

It must be recognized in conclusion
that the NBER model is an admirably
ambitious attempt to incorporate urban
realities within a basic framework of
urban economic theory to produce a
model of city structure. Itisnot, however,
clear yet how successful or how expen-
sivethiseffort has been. Its development
was begun in 1968 and has cost, a a
minimum, one million dollars. There has
not yet been a policy simulation with the
full model. Its data requirements are
clearly high: detailed demographic data
are needed to generate household types
and their characteristics; housing price
data and construction costs data are
needed in detailed fashion for the supply
sector. The model, as a whole, is quite
unwieldy and doesnot yieldmany fruitful
results in comparison with the effort
involved in building it.

Itisdifficult to enumeratereasonswhy
an enterprise such as the NBER model
effort has not become an "operationa”
model. It was started with clear-cut
objectives, had ample and long term
financial support and has had some of the
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best urban practitioners involved in its
conception. One reason is merely that it
was over-ambitious. Another reason is,
perhaps, that its objectives have changed
over thecourseof itsdevelopment. While
it was originally envisaged that it would
be a useful policy-making or policy-
helping device, it has slowly become an
amost wholly research device. The
specification of each sub-model has been
aproject in itself and has illustrated the
use of economic theory in modelling. In
this respect it has been very instructive.
It has spawned a host of side studies
which have enriched the state of the art
of urban studies.

It is probably fair to conclude that the
NBER model has been more successful
as an analytical or explanatory model
rather than as a policy-oriented model.
This is as should have been expected
since its size is too large and data
requirements too intensive and detailed
for the time and resource constraints of
policy making. Its usefulness for IDC
cities lies in some of the ways it has
adapted existing theory to reality. In
particular, its enumeration of housing-
bundle types may be a good approach to
the extremely varied bundles found in
LDC cities. Partia research efforts in
these cities could be modelled after parts
of the NBER model - applying it fully
would be foolhardy.
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3.5 Mills Optimizing Programming
Model (Mills, 1975).

Finally, in this section we present yet
another kind of model: Mills recent
optimizing programming model.
Although one would particularly expect
policy oriented models to have some
normative content, such models have
been more the exception than therule.

The paradigm for normative modelsin
economics is that first some market
resourceallocationisderived, thentested
against some welfare criterion and then
government policy prescribed if this
alocation turns out to be sub-optimal.
The assumption is always that the gov-
ernment operates in the public interest
while everyone else furthers his own
interests. Inthismodel Millsexploresthe
issue of the desirable extent of govern-
mental regulation and interferencein the
urban system. It introduces assumptions
that indicate why it is desirable for gov-
ernment to undertake certain activities. It
then specifies the effect of government
activity on private resource allocation,
and the effect of private activity on the
use of the public service. It permits cal-
culation of an optimum allocation of both
public and private resources. Findly it
demonstrates that competitive markets
sustain an optimum allocation of
resourcesif the public sector providesits
service in optimum fashion.
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The model concentrates on the provi-
sion and pricing of transportation. It is
formulated in anon-linear programming
framework and is a development of ear-
liermodelsby Mills(Mills, 1972b, 1974).

TheMode

Unlike other models presented in this
section thisone makesalarger number of
simplifyingunrealisticassumptionsbut it
still israther complex. Thecity isseen as
a homogeneous plain stretching in all
directions from a central export point.
The model determines the amount and
production technique of each of an arbi-
trary number of goods and servicesto be
produced at each location in the urban
area. Each good that is produced must be
exported or transported tothe point where
it isconsumed. Thismodel unlike others
therefore also takes account of traffic in
goods.

Space in the area is represented by a
squaregrid centered on the central export
point. All squaresat agivendistancefrom
the center have identical patterns of
production, consumption and transpor-
tation. Transportation is only between
squares and only in the north-south and
east-west directions.

r goodsareproduced inthecity. Of these,
two are high income housing and low
income housing. All other goods are
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exported and the export amounts are
givenexogenously. Apart fromthecenter
goods can aso be exported from subur-
ban nodes a miles from the center. The
first set of equations in the model are
identities to ensure that

(a) total exports of each good are at
least as much as exogenously pre-
scribed and
shipments into each sguare plus
production in the sguare equa
outward shipmentsplususeasinput
or final consumption inthe square.
It is important to note that this
impliesasetof 0 X requations
in each square.

(b)

The next set of inequalities builds the
transportation system. They determine
t,(u) which is the number of unit miles
of good r shipped at congestion level k
per square at u. The congestion level
helps in determining the width of road-
way required - higher congestion means
anarrower roadway. Once again, thisis
asetof r x QGinequalities. In addition
thereisoneto ensure-that |and demanded
by transportationislessthantotal landfor
transportation. A further set of inequali-
ties and equations ensures that there is
only one level of congestion in each
square. Finally, there is an inequality to
ensure that the land used for all purposes
does not exceed the total available.
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A featureof themodel isthat it permits
an arbitrarily large number of production
techniques used to manufacture goods.
This is done by concentrating on the
capital-land ratio whichisrepresented by
the height of buildings. A large number
of storeys means high capital-land ratio.
Labor input-output coefficients are
independent of building heights.

Such aview of the production process
impliesthat acity’ s labor force and total
output of all goods are determined by the
export requirements via the input-output
matrix. Transportation costs, land and
capital requirements, however, are
endogenously determined. The objective
function is then to minimize the sum of
land, capital, transportation and exports
costs needed to produce the required
export goods. It is assumed that R, rent
forland, at thecity periphery isuniform,
and the city can therefore be expanded at
this uniform unit cost. Similarly, capital
can be acquired without limit at a fixed
rental rate R.

The model is solved using mixed
integer programming techniques. The
only non-linearity in the model is the
integers used to represent congestion
levels.

Solution of the Model. The model is
solved for a hypothetical U.S. city of
about 1 million population.
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It has 5 sectors, i.e.,.r= 5

- office activities
- retail firms
- manufacturing firms
- low income housing
- high income housing
u = 11 implying an urban area of about
250 sg. miles.
s= 20 implying that the highest building
has 20 floors.

Incomegroupsarethelower half of the
population and the richer half

R, = $4000/acre and
R = $1m rental rate per $10 m worth of
capital value.

An entire input-output matrix was
constructed for the 5 sectors. Approxi-
mate values of automobile travel and
goods movement were used. Time costs
varied with income.

With such asimplified model thereare
788 variables excluding slack variables.
Of these, 30 areinteger valued. Thereare
219 congtraints in the example. The
model was solved on an IBM 360/91
computer and took 6 minutes ($70) of
computer time and used about 400 K of
the core of the computer. (The capacity
of the core is about 1100K).
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The solution results in a city rather
typical of aU. S. city asintended. The
central square is devoted to office acti-
vities in 17 story buildings and trans-
portation is at the highest congestion
level. The next square has retail firms,
some low income housing, in 5 story
buildings. Square two has high and low
income housing as well as some office
activities. Thecity centerisringed by low
income housing as is typica of U.S.
cities. All other squares have some of all
activities except that the suburban export
nodes (0= 7) hasno manufacturing firms.

The congestion pattern is unsatisfac-
tory: high in square zero, low in square
oneand than high again after squarefive.
Landrent fallsrapidly near the center and
then slowly asistypical of most cities.

Evaluation

In many ways this model can inter-
estingly be compared with the Echenique
et. a., approach. Conceptually, they do
rather similar things. Both specify some
basic sector exogenously around whicha
city is generated. Echenique et. al.,
specify thissector asonethat isunrel ated
tolocal or residential locationwhileMills
specifies exports. Both models then dis-
tribute activities and transportation by
maximizing some function subject to
some constraints. Both involve the
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guessing of a large number of mean
values and parameters specificaly. This
model must be fed with
- total export of each good
- input-output matrix coefficients,
i.e., input of good q per unit output
of good r using production techni-
que/s.
- land standard for transportation at
each congestion level.
- capital-land ratio for transportation
- unit cost of exporting each good
from sguares at each distance
- total cost of shipping goods per unit
at each congestion level
- rental rate of periphera lands
- rental rate of capital.

Mills model is more simplified by
regarding the city as symmetric, thereby
reducing the spatial problem to a unidi-
mensiona one. His model permits gen-
eralizing by allowing theidentification of
each sguare uniquely, but computation
will then become cumbersome.

The Kkey conceptual difference
between the two models is in their
objective functions. Entropy maximiza-
tion merely does some ‘most probable
distribution within given constraints,
whileherecostsareminimized. Thelatter
is more appealing because it is easier to
understand clearly what is being mini-
mized. One therefore appreciates the
reason behind whatever distribution of
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activities, transportation, etc., is gener-
ated. Furthermore, in the policy making
context the policy maker understands
such a procedure readily. With entropy
maximization, at best, the modeller
himself has some idea of the generating
force in his model. It is easier for a
modeller to interact with a policy maker
when he aso understands what is going
on. Parameters in this model also have
easy meanings while they are merely
some ‘distribution parameters that are
calibrated in the entropy maximization
approach. As aresult, interaction with a
policy maker could yield changes in
parameters and in the objective function
that could easily be incorporated into
Mills' model whileit would be difficult
to do so in the Echenique et al efforts.

A caveat here is necessary. Not intu-
itively understanding the procedure in a
model does not necessarily mean that its
results are less reliable than one that is
comprehensible. It does, however, mean
that it is more difficult to evaluate and
that itsresultsdemand agreater degree of
faith.

Themain drawbacksin Mills model are
its monocentric assumption and its uni-
modal transportation. Ashasbeenargued
earlier in this paper, such assumptions
may have some validity in the U.S. con-
text but ailmost noneinal .D.C. situation.
Further, its production functions are of
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the fixed coefficient type which do great
violence to urban reality. Mills recog-
nizes these defects and suggests the fol-
lowing by way of extensons of the
model:

(i) Transportation: introducing a sec-
ond mode which has a different
right of way like a subway is easy
sincewemerely haveanother set of
1.O. coefficients, etc., which can be
used to represent the second mode.
Buses, rickshaws, pedestrians, etc.,
would be more complex since the
same roadway would be used.

(if) Scale Economies: Mills suggests
that these are possibleto include by
the use of more integer variables
and constraints specifying thresh-
old levels of production. However,
he conjectures that  such
modifications would require iden-
tification of each sguare and the
computations required could well
exhaust even alarge computer.

In its present form the model can be
used easily to test policies such as land
pricing, transportation pricing, land tax-
ation and land use controls with man-
ageable modifications. In each case, the
primary output of themodel istheamount
and production technigue of each good to
beproducedineachsquare, theoriginand
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destination of each shipment and the
congestion level in each square. This
suffices as the profile of acity.

Before concluding it is worth noting
that the number of variables and con-
straints in this model is large despite its
conceptual simplicity. It needs a late
generation large computer like the IBM
360/91 which is often still not available
inLDCs.

In conclusion, weregard such amodel as
an interesting departure from other
standard approaches with some advan-
tagesover them. Itsdrawbacks, however,
donot makeit afruitful approachto LDC
cities at present.

3.6 Summary

This section has reviewed policy-
oriented models which are regarded as
representing the main strands of urban
modelling. Each of the modelsreviewed
is quite different in approach from the
others and none are regarded as suc-
cessful policy models - particularly for
possible uses in LDC cities.

The objective of each of the modelsis
to distribute activities spatialy in acity.
A typical output of amodel would bethe
allocation of residential and employment
location by zones in the city. Thiswould
be disaggregated by socio-economic
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types of households, types of residential
structures, typesof employment, etc. The
main features of each of the models are
now summarized.

TheLowry model istheparent of many
modelsthat havefollowed it sinceitsfirst
publication. Its conceptual contribution
wasto posit some basic sector of activity
which is exogenously given and is the
driving force behind acity. This activity
requires households to supply labor
which, inturn, requireretail services. The
provision of retail servicesrequires more
households and the process is iterated
until equilibrium is reached. The princi-
ple behind the generation of location
distributions is the gravity model of
interaction. The origina Lowry model
was partly filled in by hand to produce
plausible employment-residential co-
distributions. Lowry himself was not too
sanguine about its potential usefulness
but his contribution must be regarded as
the single most important and influential
one in non-economic urban modelling.
TheL owry model descendantsintheU.S.
have largely been failures and have been
subject toheavy criticismfromwithinthe
profession, consequently leading to dis-
illusionment.

More innovative developments have
been carried out in Britain where A.G.
Wilson has given a more respectable
theoretical base to the gravity model
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through the method of entropy maximi-
zation. Echenigueand hisassociateshave
developed models based on Lowry and
entropy maximization and attempted to
apply them to South American cities.
Whilethese modelshavereproduced city
structures fairly faithfully after careful
calibration their value as planning or
predictive tools remains suspect. They
have scant behavioral underpinnings
whichmakesonesceptical about their use
aspredictivedevices. Moreover, they are
heavily dataintensive which makestheir
applicationsin LDCs limited.

The NBER model can be regarded as
the economists’ answer to urban plan-
ners. This model has a behavioral struc-
ture based on micro-economictheory and
borrowsmuchfromtheanalytical models
of Muth and Alonso discussed in the | ast
section. It makes them more realistic by
dropping the mono-centric assumption;
by taking account of the existence of
disequilibrium in markets, the effects of
the durability of capital structuresand of
externalities like neighborhood effects.
Despite these pleasing features it can
scarcely be called an operational model.
It is unwieldy to operate, it is not evalu-
ative and there are some indications that
it has developed into a research process
rather than a product. Its data require-
ments are even more intensive than the
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Echenique et. ., models. However,
much can be learned from the formula-
tion of its sub-models.

The last model discussed - Mills
programming model - differed from the
othersin that it is an optimizing model
and has much more simplifying
assumptions. It regards the city as
mono-centric and alows a unimodal
form of transport. Despite its ssimple and
unrealistic assumptions it becomes
mathematically complex andlarge. It has
788 non-glack variables of which 30 are
integer valued and has 219 constraints.
Its solution requires non-linear pro-
gramming techniques and a late genera-
tion computer.

Large models of urban areas are
expensive in terms of data as well as
technical expertise, particularly for
LDCs, whiletheir useisof dubiousvalue.
Theessential conclusion of thissectionis
asomewhat paradoxical one. Whilelarge
scale urban models may be of some use
as research methods exploring urban
form and structure and their underlying
rationalethey are of littleuseaspractical
policy devices. This is more so in the
context of LDCs where changeis so fast
that models are soon rendered obsolete
for policy purposes. The next section
suggestssomefruitful approaches which
are more modest in scope though not
without their own limitations.
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IV.SOME FRUITFUL APPROACHESTO
URBAN MODELLING

Finally, inthissection wereview some
work whose approaches though quite
different in each case seem to give some
hope for useful urban modelling. It
should be regarded as an illustrative
section merely suggesting some fruitful
approaches.

It must be emphasized here that these
models are not considered directly
transferable to LDC cities. They are too
rooted in their particular institutional
settingsfor suchtransferability, asindeed
they should be. We start with a descrip-
tion of some of the work of the Trans-
portation and Location Analysis Group
in the Master Planning Commission of
Stockholm as reported in Lundquist
(1973aand 1973b) and Andersson (n.d.).
Their model is an evaluative one and is
particularly suited to the Swedish envi-
ronment where the government has
considerable control over urban form.
Thesecond model discussedisthe Urban
Institute Housing model as described in
variouspublicationsof that Institute. This
model reflects the U.S. institutional sys-
tem focusing on the urban housing mar-
ket. Itwasoriginally designed to help the
Department of Housing and Urban
Development in testing policies such as
the housing subsidy scheme. It also is
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therefore highly policy oriented and is
quite different in structure from other
model s discussed.

Lastly, we discuss an explanatory
model which seeks to find behavioral
relationships which explain the resi-
dential pattern in a city in the British
context. It is presented here to illustrate
how the development of policy-oriented
and explanatory models should go hand
in hand to increase our understanding of
cities. The relationships and parameters
found in an Appstype model can then be
fedinto policy-oriented modelsasinputs.
Such amodel is also an example of how
a data gathering effort could usefully be
organized systematically.

All these models are described in
semi-technical detail for ease of under-
standing.

4.1 The Andersson-Lundquist Stock-
holm Model

Thelir approach is arealistic one con-
cerned with evaluating policy alterna-
tivesfor the city of Stockholm. Themain
policy variables are the provision of
transportation and residential housing.
The urban problem is therefore viewed
as one that can be analyzed in terms of
dynamic interdependent investment
planning. Scarce resources are to be
alocatedto physical investmentsinorder
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to provide maximum socia and eco-
nomic welfare. The high degree of
complexity in wurban structure is
essentially caused by strong interdepen-
dencies over space and time. Thus the
problem can be made manageable only if
it is decomposed hierarchically. In other
words, we should first divide a city into
afairly small number of zones, study the
interactions between them, derive
approximate plans at this level of aggre-
gationand only then disaggregatefurther.
The reason for this approach lies in
technical realism. Inter-dependencies
that are believed to exist in the urban
system can only be modelled with non-
linear mathematics and these are man-
ageable only if the problem size is kept
small. Wecanthushaveamathematically
complex model at an aggregate level and
then have sequentia transition to dis-
aggregated linear model swhich can be of
larger size.

The authors of this model see the crucial
concerns of urban modelling to be:
a. Planning under uncertainty.
b. Normative welfare criteria.
c. Individual behaviour.
d. Spatia and sector disaggregation.
e. Explicit treatment of interdepen-
dencies.

Uncertainty about the future is a charac-
teristic feature in the planning of LDC
cities. This is currently caused by their
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explosivegrowth ratesaswell aspolitical
instability in many places. The latter is
particularly important in the formulation
of normative welfare criteria that are to
be used in an optimizing model. If oneis
interested in the implementation of
planning ideas, the welfare criteria must
reflect those of the political policy mak-
ers. At the same time, since these can be
expected to be myopic, (e.g., because of
electioncycles), if themodellers' interest
is in longer term welfare, the results
obtained fromtheuseof different welfare
criteria should be robust. In this way,
uncertainty about the futureis also better
taken care of.

In specifying themodel the city isseen
to be composed of:
a. Building stock;
b. Transportation systems;
c. Recreation land.

The interplay between transportation
network structure and urban location
patternisseen asfundamental. Activities
are to be alocated within a sowly
changing building stock. The modelling
isdone at 3 levels:

a. Firdt, interdependencies between
building stock capacity and com-
munication network design are
explored. ThisisModel 1.
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b. Second, interdependencies
between activity |ocation and use of
transportation network are speci-
fied. Thisismodel 2.

c. Finadly, the results of a and b are
further disaggregated.

In model 1, the welfare function is
defined in terms of indices of:

a. Accessibility: good opportunity for
interaction that is promoted by a
compact urban structure.

b. Environment: space standards
measured by level of pollution,
degree of segregation, population
density, etc.

c. Costs of investment resources,

operating activities, etc.

The Stockholm model has N dis-
joint zones and if we have

amount of building stock in Zone i
(0,1) variable denoting absence or
existence of transportation network
link we can formulate costs of
interaction as a measure of acces-
sibility:

| = i(lsid”(f)Bj)/E2 (102)
]

where d; is distance between zone i and
j andB = X By, total building stock being

given.

Similarly, we can formulate costs of
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congestion:

4R} ode

B.
where A, istheareaof Zonei; and ; is

(103)

thus a measure of congestion.

The problem isthen to minimize some
weighted sum of these two costs. We
have a trade-off between the ease of
interaction and the unease of congestion.

We minimize:
W=oal +pC (104)
subject to
oa+pB=1 (104.1)
YB =B (104.2)
Capital required forg <K (104.3)
Labor required for g < |_ (104.4)
B, =B’+AB, (104.5)
and
AB>0 (104.6)

Here o and 3 are the weights assigned to
each of the costs. These weights can be
varied to test the effects of different
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degrees of importance attached to envi-
ronmental concerns and accessibility
concerns. The first constraint merely
ensuresthat theweightssumtounity. The
second constraint (104.2) ensuresthat the
amount of building stock in all the zones
sums to the given total building stock.

Congtraints (3) and (4) (104.3 and
104.4) are capital and labor availability
constraintsto reflect thelocal capital and
labor markets. The left hand sides really
specify production functions or parame-
ters for labor and capital derived from
production functions. They specify the
technology being used. In this model
Cobb-Douglas production functions are
used to derive capital (K) and labor (L)
coefficients. (104.5) shows that new
building stock in each zone is existing
building stock B? plus the additional
building AB; planned for the current
period. (104.6) ensures that some build-
ing does take place.

The aggregate building stock demand
levels, capital, labor availability magni-
tudes, etc., are assumed to be obtained
from national or regional projections or
planning models.

The objective function in this problem
isa highly non-linear combinatorial one
which cannot be dealt with by conven-
tional optimization techniques. Thus a
heuristic tree searching procedure is
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suggested for finding a solution. The
interdependencies between building
stock | ocation and transportation network
design are considered by a nested pro-
cedure wherethelayout of building stock
isguided by itsimplications for network
performance. In simpler terms, a sys
tematic trial-and-error procedure can be
used - specialy since the transportation
network is described by a ssimple (0,1)
system and thus has a finite number of
possibilities.

Stockholm was divided into 12 zones
for the purposes of this model and 25
transportation projects were considered.
Model solutions give level of building
stock in each zone and the existence or
non-existence of transportation links
between zones. The model is flexiblein
the following ways:

a. Moded structure: We can vary the
gpecification of the objective
function as well as the constraints
to test the robustness of results. In
particular, values of oo and 3 can be
systematically variedto observethe
effects of differing priorities.

b. Exogenous data: Capital, labor
coefficients can be varied to repre-
sent different technologies. Given
desired stocks can be varied aswell
as growth rate projections.

c. Heuristic procedures. The solution
procedure can be varied to test for
sengitivity of results.
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These are precisely the kinds of deci-
sion variables that one is interested in
exploring in the context of LDC cities.
The objective function can easily be
modified to reflect concerns of such
cities: investment and maintenance costs,
for example, would probably be more
important than certain kinds of environ-
mental problems. The most appealing
part of this (general) model is its low
requirement of data. We need to dividea
city into only afew zones. Asis evident
from (104) the kind of parameters and
dataneeded are at such aggregated levels
that it should be easy to estimate or guess
for LDC cities. Furthermore, we can test
the robustness of results by varying the
data.

L est this sound too optimistic we have
torecall that themodel ishighly complex
mathematically and that the solution is
not straightforward. High levels of skill
are therefore needed which are not often
available in developed countries, let
alone the less developed ones. In addi-
tion, the input requirements, and the
objective function formulation is such
that the modeller be intimately
acquainted with the city being modelled
since many judgments are involved.

We describe model 2 with even less
rigour. The information of interest is
posited as a vector:

X"=(L",R",P) (105)
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where LT iszonal supply of land;
R isresidential activity; and
P" denotes production activities.

The objective function is of the form
oX DX +(1—-o)X'YX

where D isan interaction matrix;
Y isacongestion matrix; and
o, isatrade-off parameter.

The constraints include:

a. Exogenously determined growth
rates of production levels.

b. Limited availability of labor and
capital as before.

c. Balancing of supply and demand of
land.

d. Depreciation rates.

e. Activity relocation.

f. Balanced growth of residential and
productive activity. This is
achieved by a set of equations
relating the labor market to the
housing market.

The model has a quadratic program-
ming structure with aquadratic objective
function and linear constraints. Global
optimum cannot be guaranteed because
of the existence of non-convexities and
various initial solutions have to be tried.

Themodel wastried for the Stockholm
region using 7 zones. All economic
activity was grouped into 3 production
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activities: manufacturing industry, retail
service, public services. The data and
parametersused wereobtainedinvarious
ad hoc ways, e.g., from
a. Regiona projections. production
levels, total labor force, spatia
requirements.
b. Nationa data: technological coef-
ficients
c. Fictivevalues: friction of distance,
interaction intensities and regional
variation of technology.

The model tells us the location of man-
ufacturing and residential activity given
the overall constraints and objective
function.

Once again, as with model 1,we
observe that the model appears to be of
manageabl e size without ahigh degree of
information requirements. We do not
describe its structure as a model to be
followedbut asarealistic approachworth
learning from. The delineation of activi-
ties and the specification of the objective
function can easily be modified to reflect
LDC cities.

Model 3 does not seem to have been
developed and tested yet. Sinceitisat a
highly disaggregated level it will prob-
ably suffer from the normal information
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and other difficultiesdiscussedin Section
3inthe context of other policy-oriented
models.

In a planning context, models such as
model 1 and 2 would appear to be par-
ticularly useful since they evaluate pos-
sible courses of action in away that can
easily be discussed with a policy maker.
Moreover, the policy-maker’s objective
function can be probed by varying the
coefficients in the objective function. It
could aso be useful in informing policy
makerswhat their objectivefunctionsare
when these are unarticulated but implicit
from appreciation of particular sets of
results. These models are also at a level
of aggregation at which policy decisions
are often made, e.g., should a bridge be
constructed or shouldn’'t it. Once such
courses of action in terms of transporta-
tion links and levels of desired building
stock by zones have been suggested,
further disaggregation can either be left
to normal market processes or to a next
disaggregated level model. The latter
requires a deeper knowledge of people’s
preferences with regard to housing and
location: one method of investigating
theseis given in the Apps model in Part
3 of this section.

42 The Urban
Model*

Institute Housing

1. Thissection reviewsthework described in De Leeuw (1972), De L eeuw and Struyk (1975) and De Leeuw et. al. (1974).
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The Urban Institute Housing Model is
presented here to illustrate yet another
approach to modelling and one which
augurs well for the future and for appli-
cability to LDC cities. The model repre-
sents the population of an urban area by
arelatively small number (30 to 50) of
‘model’ househol ds, the housing stock by
a relatively small number of ‘model’
dwellings, and market behavior by the
interaction of these model households
and dwellings over a ten year interval.
Households choose among all available
dwellings, taking into account their
incomeand family type, dwelling quality
and price, and neighborhood character-
istics. Owners of existing dwellings
decide how much to upgrade or
depreciate their dwelling so as to maxi-
mize expected profits. Builders are pre-
pared to construct new dwellings
demanded at a price which covers costs
and a normal profit rate. Governments
can affect market outcomes in a wide
variety of ways ranging from complex
subsidy formulae to rent controls to out-
right prohibitions of certain dwellingsin
certain locations.

The model has been applied to six
different metropolitan areasto obtain key
parameters of household and landlord
behavior. It is recognized that to convey
a credible description of urban housing
marketsthemodel must account for ahost
of details and characteristics of these
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markets which cannot be captured in a
simple way. For example, it must be
recognized that there exist distinctions
between new stock and existing stock as
do the distinctions among housing sub-
markets of different qualities and loca-
tions. Particular attention is devoted to
two characteristics of housing which
make it different from other goods:
durability and neighborhood effects.

The ‘model’ dwellings resemble the
actual housing stock at the start of the
decade by location and level of housing
services. ‘Model’ households resemble
the actual population of a metropolitan
area in income distribution and in
demographic and racial composition.
The model, in effect, is a description of
the process by which households and
dwellings get matched within an urban
area. The other agents in the model are
the building industry which supplies the
new dwellings, and the government
which can regulate the housing market in
a variety of ways. Thus there are four
economic agents participating in the
model:

- households  deciding  which

dwellingsto select

- the owners of existing dwellings
deciding what quantities to supply
at what cost

- the builders constructing new
dwellings
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- government constraining or facili-
tating outcomes in various way's.

The time-frame of the model is a decade
i.e. the model predicts the situation of
end-of-decade households and dwellings
given the housing stock at the start of the
decade and given travel times, con-
struction costs and certain other infor-
mation during the decade.

A solution to the model is a set of
locations, quantities and pricesin which
no one has any incentive to change.

The model is firmly based on past
theoretical work which it extends by
bringing various strands together into a
comprehensive housing model. The
authors of the model identify three
strands of past work as of particular
relevance:

(& Alonso (1964) and Muth (1968)
and their followers who stress the
interrelation between transporta-
tion costs and housing demand and
the implications for rent gradients
and location patterns.

‘Filtering’: They have drawn on a
second strand of the literature
which deals with quality differ-
ences among existing dwellings,
their changes, and the occupancy
patterns accompanying them.

(b)
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(c) Neighborhood Effectss The
development of theliteratureonthe
effects of neighborhood racial
composition and wealth on house-
hold choices and household prices
hasbeeninfluential intheinclusion
of zonal wealth and racial compo-
sitionin household utility functions
in thismodel.

Thus the construction of this model
admirably shows the link between
explanatory models of the simple type
and policy-oriented models which typi-
cally tend to be rather more complex. It
is distinguished from other such models
by the following characteristics:

(@) Thescope of theideasincorporated
into the model, ranging from
accessibility-housing cost trade-
offs to constraints on market out-
comes imposed by the existing

stock to the influence of
neighborhood, race, and wealth on
household choice;

(b) The relatively small size of the
entire model compared to other
simulation models;

The empirical application of
exactly the same theoretical model
to six areas; and

The range of housing, income, and
land use policies which can easily
be analyzed within the framework

of the model.

(©)

(d)
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The Modée

We will now present a semi-technical
description of the model structure. Space
does not permit afull description whilea
non-technical description would not be
useful here. We pay particular attention
to the meanings of particular parameters
used.

The modél is driven by two kinds of
behavior: utility maximization by
households and profit maximization by
owners of existing dwellings:

(i) Household Utility Functions: Each
household maximizes utility:
Uj=H; X;Zy Zp Zg e
where U; istheutility of thej™ dwelling
to the i"™ household
H refers to housing services
X to other goods and services

Z,, Z, Z, are neighborhood or
zone characteristics.

Now

Hij = [Qj - YlOCiMi/Pr;I " (107)

X, =[(M, - QP)—p(L—-2M] " " (108)

where
Q

IS quantity of housing services
offered by dwelling
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isaparameter affecting the degree
towhichhouseholdswill alter their
housing choice in response to a
price discount,

IS a parameter expressing the
strength of housing preferences
versus preference for other goods
for households of typei,

is household i's ‘model’ income
(after adjustments for taxes and
transfers)

is the price per unit of service of
newly constructed dwellings and
isthe price per unit of dwelling j.

T

]

‘Model’ income

M, = (M3° (W) (109)

where M?is the actual annual income of

household i and M is the median income
of all households of typei.

Note that if y, = 0 the utility function
reduces to a Cobb-Douglas type utility
function. Here other goods are merely
represented as income minus housing
withtheimplicationthat thepriceof other
goodsisnormalized a 1.y, > 0 hasthe
effect of posing a minimum level of
housing services only an excess over
which gives positive utility. These
minimum levelsvary withincomeunlike
aconstant term which would be found in
aStone-Geary utility function. Thevalue
of v, isthe critica determinant of the
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degree of substitutability in demand
among housing sub-markets. A high v,
raises the minimum level of housing and
other goods that is acceptable and there-
fore narrows the options available to a
household.

Neighborhood Characteristics

Z,=(200-T) """
where Z, represents accessibility

T, averagetravel timein amonth
o; is once agan the strength of

housing  preferences  for

household type i
isthevalue of o; for households
of typel,i.e., whitenon elderly
families
is an approximation of the
monthly leisure time available
to a worker in Zone j. The
exponent .5 is based on studies
suggesting that people value
leisure time at about half their
wage rate.
represents the average net rent
(gross rent Less operating
costs) of a zone relative to the
average net rent in an SMSA
(Standard Metropolitan Statis-
tical Area). More precisely

(110)

and o,

200- T,

) [ {(R - P)Q}zone
> L{P-P)QISMSA

01y,
] (111)
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where P isthe price per unit of housing
services
P, isminimum operating costsper
unit
Q isquantity of housing services

Thenumerator isthezonal averageand
the denominator is the SMSA average.

A, is a parameter expressing willing-
ness to pay in exchange for living in a
wealthy zone.

The higher A, the higher the utility
people get by living in a wealthy neigh-
borhood and consequently more they are
willing to pay for this privilege.

Finally,

Z, is a zona characteristic capturing
the effect of racia composition of
neighborhoods on utility.

Z, = R;+[1000/(100y, + 1)] (112)

R; is the proportion of households in
the zone of dwelling j belonging to the
same racial group as household i

A; IS a parameter expressing the
strength of preferences for racial homo-
geneity.

Thelarger A; the more sensitive utility
isto changesin R;. For exampleif A;=0
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Z,canvary fromonly 1000to 1001 while
if \;=1Z,canvary from100to 101 - a
much larger percentage variation.

Thusthe utility function takes account
of utility gained by households due to

- quantity of housing services

- quantity of other goods

- accessibility of neighborhood they
livein

- average wedth or
neighborhood and

- racia composition of neighbor-
hood

income of

each expressed in appropriate functional
form.

(i) Existing Dwelling Supply Functions

Thesupply curvefor existing dwelling
] is specified asfollows:

2. (P-F
Qj = [B1+§B2 T Qo (112
where
Q is the level of housing services

currently orovided by dwelling |
isthe level provided ten years ago
is the price per unit of housing
services offered by dwelling

IS operating costs per unit
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P. iscapital costs per unit of service
for anew dwelling.
All pricesareinflow terms, i.e., on
amonthly basis.
B and B, are parameters to be
determined empirically.

This expression is derived from profit
maximization subject to a function. The
profit maximization procedureisactually
production maximization of expected
profits. This embodies within it the
behavior of thelandlord over alongtime
horizon.

B, can be interpreted as some measure
of depreciation over adecade.

B, is a parameter in the production
function and determines the slope of the
supply function.

(iii) Model solution

Inessence, oncewearegivenplausible
parameter values

Y1 Y2 Vs

B, and B,

andtheq; s

the model can be used to simulate the
housing market.

The key exogenous variables in the
model are
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the price of new housing. This
includes P, and P, the capital cost
and operating cost components.
the operating cost component is
very important asit affects strongly
the number of removals from the
housing stock.

Q. theminimum quantity standardsfor
new housing.

the household incomes.

the quantity of initial housing ser-
Vices.

thetravel time associated with each
zone.

The endogenous output of the
model comprises: prices and
guantitiesfor each existing and new
dwellings, numbers of new
dwellings and removals, assign-
ments of households to dwellings,
zonal averagesof prices, quantities,
incomes and racial proportions.

Yi
Qo

T

j

Zonal averages of net rents and of
racial proportions are fed back into the
model and affect household behavior as
explained earlier. Ultimately all the
endogenous output is determined by
exogenous variables, by government
regulations and by the behaviora
parameters for households and owners.

While the structure of the model is
relatively ssmple and comprehensibleits
solution is a complex operation and will
not be described here.
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(iv) Data Requirements and Inputs:

One of the features of thismodel isits
great flexibility. It canberunwith arange
of data quality. On the one hand the
estimation of model parameters could be
done after the availability of extensive
and detailed data. The estimation of each
one of the parameters: o; S, Y1, Y2» Y3 B
B, needs detailed econometric work and
each can comprise a research project by
itself. Similarly, the construction of
‘model’ househol ds, household incomes,
‘model’ dwellings, travel times, etc., all
need data that is readily available in the
U.S. census and Federa Housing
Administration (FHA) surveys. Such
data are not, in general, so readily avail-
ablein L.D.C. cities. On the other hand,
al the parameters can be guesstimates as
well as all the exogenous inputs and the
model could still be used for policy pur-
poses. The guesstimates could then be
successively improved. For example,
rough notions of income distribution
could be utilized to construct ‘model’
households; ssimilarly ‘model’ dwellings
can be constructed from impressions of
thevariety of existingdwellings. Thiscan
be done primarily because the model is
small insize: it isdifficult to ‘ construct’
plausible data when the model needs
thousands of households but it can be
done by hand when it only needs 30 - 50.
Indeed, the entropy maximization mod-
elsusesimilar averagesandthen generate
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the distributionsin an attempt to be more
realistic. Here no attempt is made to
sgueeze more information from the data
thanexistsandaveragesremainaverages.

(v) Outputs

Themodel isquite clear inidentifying
which are the parameters, the exogenous
variables and the endogenous variables.
The parameters have idedlly to be esti-
mated and reflect the behavior of
households. Theexogenousvariablesare
the ones that we play with to simulate
government policies. For example, a
housing allowance program would be
simulated by changing the Y;s, while a
construction subsidy would be simulated
by changing the P, - the price of new
households. Quantity constraints are
subsumed by Q... The model then gives
us the effect of different variables by
forecasting changes in endogenous
variables.

(vi) Evaluation,

The Urban I nstitute housing model has
been calibrated for six metropolitan areas
of the U.S. Durham (N.C.), Washington
D.C., Chicago, Portland (Oregan), Pitts-
burgh and Austin. Except for some
instances parameter values for different
cities are not very different giving some
faith in the belief that they do reflect
behavioral relationships. Theforecasting
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abilitiesof themodel have been tested by
using parameter values of the other 4
cities on Washington D.C. and Chicago
with encouraging results: about 18%
error in prediction. Thecompositeresults
have then been used to simulate urban
areas for policy testing. The simulations
alow for variations in policies, types of
citiesand in behavioral parameters.

The suggestion here is not that the
Urban Institute Housing Model isripefor
application to an LDC city. Indeed, it is
too based on the character of the U.S.
housing market for such a transplanta-
tion. Itsingtitutional structure is heavily
that of the U.S. - particularly that of a
relatively free housing market abeit a
segmented one. It is, however, an excel-
lent example of an approach which is at
once sophisticated and relatively ssmple
as well as fruitful for policy concerns.
This model does not give any welfare
conclusions though its outputs could
easily befed into evaluative sub-models.
Lest any wrong impression has been
createdthisisnot asimplemodel to solve.
Indeed, atypica run of the model takes
about $120 to run with about forty
‘model’ households. Increasing the
number of these households to about 75
would probably quadruple costs. Thus
expanding the model is expensive. It has
taken about 10 professional man-years
over aperiod of about 3yearsto makethe
model operational at a total cost
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exceeding $600,000. These man-years
have, moreover, been those of some of
the best people in the field. Each city
application costs about $20 - 40,000 and
a period of about 4 months to put into
effect. This presumes the existence of a
U.S. type data base which can readily be
adapted for the model.

The recommendation here is that the
approach embodied in this model - the
logical structure and its policy applica-
bility - is a good one to follow. It was
built up from a base of clear objectives
and explicit recognition was made of the
theoretical bases used. Such clarity is
rarely found in urban models. Its decadal
gpanisasoasensibleonein view of the
durable aspects of city structure. One
must, however, beware of the temptation
to transfer themodel asitistoanL.D.C.
city since it is firmly rooted in the U.S.
experience and institutional system. Its
methodology is what should be trans-
planted.

4.3 A Model of Housing Demand at a
Disaggregated L evel

Paradoxically enough, fruitful policy-
oriented models arelikely to be at higher
degreesof aggregationwhileexplanatory
models may have to be disaggregated.
Policy-making is time-bound and poli-
cies are characteristically made at an
aggregated level. People’s behavior
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variesin all kinds of wayswith different
socio-economic characteristics, family
cycle concerns, etc. It is then not really
surprising that models which study this
behavior are likely to be more detailed
than those which prescribe or test poli-
cies. Moreover, the results of detailed
explanatory modelsmakeit easier tofeed
policy-oriented models with more real-
istic data, parameters and coefficients
which are often otherwise mere
guesstimates.

Patricia Apps developed a theoretical
framework for a model of housing
demand at a disaggregated level and
tested it for the city of Reading, England.
Thestructureof themodel isbased onthe
economic theory of market demand
which states that the individual’s con-
sumption patterns are the result of his
preferences, income constraints and
housing prices. It is aso based on the
assumption that differences in prefer-
ences are caused by socia status,
householdsizeand stageinafamily cycle
of thehousehold. Themodel thuspredicts
changes in housing demand resulting
from changes in factors such as:

a. Number of households.

b. Income.

c. Social status distribution.

d. Sizeof household or composition.
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Theanalysisisconducted attwolevels.
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where Ui, i=I to n isthe utility provided

At the first level, housing is seen as a by thei™ group of commodities; U, isthe

single commodity and a set of income --
consumptionon Engel curvesarederived
for each householdtype. Asthe nextlevel
there is a two dimensional set of Engel
Functions; one dimension for different
household types and the other for dif-
ferent housing commodities. Working
through conventional consumer theory of
utility maximizing house-holds with
budget constraints the Engel curve is
obtained
C,=nX,=CMn,,....m,) (113)
where C,, theallocation of expenditure
on housing (commodity X,)
with pricem,, is specified for
household i of type k.
M is household income; and
m, i1=l,..., n are the relative
prices of other commodities.

Theform of thefunction for household
type k for different incomes reveals
preferences for that household type.

At the next level, utility is afunction
of housing characteristics considered as
aset of commodities. We then have, for
household j of type k

U =U;(X g, Xgo- .- XIM) + Up(X 0, X, ... X))

+... +Uh(xhlsxh2’ --~Xhm)+

UKo X - X (114)

utility provided by housing with X, ...
Xwm beINg the m housing characteristics.

We then obtain the second level of
housing consumption income Engel
curves

C.= %nhthf = zf: Chr

Ci=C(C, Ty, T - - TT) (115)

where i, is the price of housing com-
modity f;

Xy is the amount of housing
commodity f consumed by
household j of typek; and

C,; isthe expenditure on housing
commodity f now expressed
asafunction of total housing
expenditure and the relative
prices of different housing
commodities.

Given dataon:
a. Total housing expenditures
b. Characteristics of housing

e.g.i) location variables includ-
ing employment accessi-
bility; shopping
accessibility; quality of
neighborhood schooals;
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i) dwelling characteristics
such as age of structure,
type of structure and con-
dition of structure; and

iii) space of dwelling.

Equation (115) can be estimated by
multiple regression methodsto obtain
s, i.e, the implicit prices of different
housing services.

Finally, having obtained these prices,
demand functions for each of these
characteristics can be estimated using
household types as the independent
variables.

This procedure therefore reveals
household consumption patterns for dif-
ferent housing characteristics subject to
income and price constraints. A
by-product of this model is that the sys-
temiseasier to handle since the number
of housing characteristics is much
smaller compared to housing types. This
is particularly true of LDCs where the
variety of housing typesis even greater
-- from straw shacks to tall apartment
buildings.

Appswasquitesuccessful in obtaining
the housing characteristic prices from
careful regression anaysis but was not
able to obtain good demand functionsin
the next stage. We have the normal
problem of linear assumptions; housing
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characteristics are assumed to be non-
interacting. Apps speculates that defi-
ciencies in the data may be causing her
problems.

As should be evident from the
description of thismodel, it is extremely
data intensive. Apps used a good 10
percent sample survey of Reading and a
host of other data sourcesto build all the
indices of housing characteristics. The
appeal of thisprocedureisthat it reveals
the preferences of consumers. It is this
kind of knowledge that is necessary for
the disaggregation of results obtained
from Lundquist-Andersson type models.
In particular, some appreciation of the
differences in behaviour of different
income groups is obtained. This infor-
mation is necessary for robust planning
so that plans do not get subverted by
disgruntled groups whose preferences
have been grossly violated -- as has
happened often in relocation of low
income groups in various cities. How-
ever, the question of data availability
remains, though consumer household
surveys of a detailed nature are being
made increasingly now.

Suchwork isparticularly important for
LDC citiessince, asis suggested earlier,
preference of different income groups,
ethnic groups, etc., are likely to be more
disparate in LDC cities than, say in the
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U.S. The results of such models are par-
ticularly important since planners and
policy makers do not generaly have
intuitive notions of preferences of people
outside their class and income experi-
ence. With huge slum and squatter pop-
ulations, such organized information
would beinvaluablein LDC cities. Good
estimates of such magnitudes as income
and price elasticities of demand for
housing and transportation are the kind
of inputs that both Urban Institute and
Stockholm models need for useful oper-
ation.

One sector of urban activity that has
been ignored here and throughout this
paper is the location pattern of industry
in cities. This is not accidental. It is
becausethereislittlework onthe subject
eveninWestern economics. WWe mention
in passing here the work of Bergsman,
Greenstonand Healy (1972, 1975) which
could usefully be applied to LDC cities.
They have attempted to redefine the
Standard  Industrial Classification
(S.I.C.) system according to location
clustersof differentindustries. They have
used data from the Census of Manufac-
turing and used techniques of factor
anaysis to obtain their clusters. Their
classification turns out to be quite dif-
ferent from the S.I1.C. which is used
internationally. Itisthiskind of work that
isneeded in LDC cities to test the spec-
ulationsofferedin Section 1. Oneobtains
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insights into the nature of scale
economies and agglomeration from such
work and consequently a better under-
standing of the structure of cities. Their
work does not shed any light on
intra-urban industrial location but does
offer insights into industrial cluster pat-
terns.

V.MODELLING POOR CITIES:
WHAT SHOULD BE DONE

How LDC citiesshould bemodelledis
very much dependent on what the
objectivesof theexerciseare. Thelessons
from the last fifteen years experience of
urban modelling in developed countries
ismore explicit in telling us what not to
do than in what should be done. One of
the main lessons is that at this stage we
should be modest in our expectations of
the capabilities of modelling. Conse-
quently, limited objective models are
more likely to be operationally useful
than comprehensive models. Based on
the following perception of the Bank’s
institutional role, a fruitful strategy
towards the modelling of poor cities is
now suggested.

The World Bank’s main activity con-
sists of lending funds for projects and
programs at concessional as well as
market interest rates. Thus models of
urban structure should help in identifi-
cation as well as evaluation of urban
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projects. ldentification of projects
requires models which predict and/or
prescribe the future structure of a city.
Evaluation requirescost-benefit analyses
and urban models can help in tracing
some inter-relations as well as in opti-
mization. To feed such models explana-
tory or analytical models also are needed
to promote basic understanding of the
urban process. Behavioral relationships
and parameters can then be used in the
policy oriented models ultimately
needed.

Itisthe maor conclusion of this paper
that policy-oriented models should be of
the' sketch-planning’ type, i.e., small and
manageable while the analytical or
explanatory models can be larger and
disaggregated. The reasons for this have
been documented throughout the paper.
Sane concerns are, however, worth
emphasizing. A useful policy model
needs to have fast turn-around time to
make it more responsive to policy needs
and issues. It is only then that modellers
and decision-makerscan interact and test
for various alternatives. Policy makers
have had no involvement in models
developed in the U.S. It is then not sur-
prising that these models have not been
used for policy purposes. Thusif we are
now serious about developing policy-
oriented models this major shortcoming
must be remedied.
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The Stockholm model and the Urban
Institute Housing Model are two exam-
ples of approaches that meet some of
these requirements. They are both small
and manageabl e though mathematically
complex. The Stockholm model attempts
to have a structure conducive to plan-
ner/modeller interaction. It istherefore a
step in the right direction. It was also
developedwithfairly specific objectives.
Its policy applications were in helping
gross decisions like building or not
building a bridge. That is a realistic
approach in the sense that policy deci-
sions are usually about some large
investments rather than about detailed
residential locations. Policy makers are
interested in gross impacts rather than in
disaggregated alocation. This view of
the policy making process is more rele-
vant in countries not having command
economies as is the case for aimost all
LDCs.

The Urban Institute Housing Model is
more based on behavioral relationships
but it utilizes the idea of telescoping a
large system into a small, more man-
ageable and comprehensible one. Itsdata
requirementsareflexiblein that it can be
operated on guesstimates as well as on
Thus, in LDCs, where speed in decision
making needs to be accurate data
encouraged and where datais scarce, this
type of a model can be usefully utilized
in an incremental fashion. Systematic
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policy planning can be begun with rough
data and the model successively refined
asbetter and better dataisavailable. One
other aspect of the Urban Institute model
deserves comment. It seeks to be a gen-
eral behavioral model so that the same
structure can be calibrated for different
cities. It is not self-evident that such an
approach can work across continentsand
cultures. Thisneedsmoreresearch onthe
explanatory model side and should be
conducted concurrently. One's pre-
sumption here is that within the U.S.
where the ingtitutional structure is
essentially common across cities this is
not an unjustified approach. If amodel is
to be useful it is important that attention
be given to the particular institutional
structure of the country concerned. Thus
adequate account must be taken of the
larger public sectorsin LDCs and of the
consequent constraints on the private
market. Similarly, the higher segmenta-
tion of LDC markets has to be recog-
nized. Local national's can be expected to
be more conversant with such
institutional differencesthan expatriates.
Thusit is suggested that local participa-
tion in modelling is of the utmost
importance. Thisshouldaidininteraction
with policy makers as well.

Urban models should be seen as a
process rather than as products. The use,
for example, of an Urban Institute type
model which can involve successive
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improvementsin dataaswell asmodel is
clearly aprocess. This process is educa-
tional for modellers as well as policy-
makers. If seeninthisway modelling will
suffer lessfrom short time horizons. This
makes it even more important that local
nationals be involved in modelling
efforts rather than quick kibitzing expa-
triates.

It is mentioned above that policy-
models require inputs from explanatory
or analytic models. Theseinputs are both
data oriented as well as of behaviora
relations. Continuing research aimed at
achieving greater understanding of exis-
ting patterns as well as of future changes
isnecessary for the development of good
policy models. Such research might help
in appreciating what cities are for and
why they exist. The Appsmodel whichis
very disaggregated hasbeen suggested as
one fruitful approach to understand the
behavioral relations implicit in housing.
In such effortsit isalmost inevitable that
extremely disaggregated data is needed
since one is interested in the whys and
wherefores of behavior. We can afford to
do this in this context because the use-
fulness of such modelling is not time-
bound. Specificaly, the kind of
information severely lacking in LDCsis
of the following nature.
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A. Transportation

Some ideas on transportation in LDC
citieswere discussed in the introduction.
Continuing that discussion one would
like detailed information on the follow-

ing:
(i) Analysis of Movements:

The hustle-bustle characteristic of an
LDC city hasto be systematized. Infor-
mationisneeded ontheorigindestination
pattern, traffic variability at different
times and, as aresult, the importance of
the journey to work.

(i) Costs of Different Modes:

We need detailed information on
operating (and fixed) costs of different
modes - walking, bicycles, automobiles,
buses, etc. In addition, theincomeclasses
which use these modes have to be
determined in order to calculate time
costs. Using some notion of efficiency,
isthe prevailing pattern efficient?

(iii) Congestion:
Movement in central areas of LDC

citiesispainfully slow. Towhat extent is
thisrelevant as atransport cost?
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Such information is crucial to the
understanding of location patterns in
LDC cities. Various conjectures con-
cerning the movement of people were
offered in the introduction: they can be
tested with the help of such information.
Mean values, cost parameters and even
preference patterns can be derived to be
thenused asinputsin operational models.

B. Housing
(i) Production:

Considerable information 4-already
available on this score. Further quanti-
tativeinformation is needed on self-1elp
housingto beableto construct production
functions for the housing sector,

(i) Preference Structures:

Thisisarather muddy areaof research
which needsfurther theoretical aswell as
empirical clarification. One has to dis-
entangle the effects of incomes from
those of tastes in peoples choice of
housing. The Apps kind of work is one
approach to doing this. For a more intu-
itive grasp of housing preferences and
patterns as they change with income and
time, Homer Hoyt’ sstudies (1959, 1966)
of residential neighbourhoodsintheU.S.
provide good examples.
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(iii) Housing-Transport Trade-Offs:

Studies of preferences and income
variation with regard to housing will also
provide information on the effect of
transport costs on location choices. Itis
clear from existing models that we get
different urban location patterns
depending ontheelasticity of demand for
space and theimputed cost of time. More
measurement in this area would provide
valuable insights in the design of urban
economic models.

Housing for the poor has become a
much discussed problem. Most LDC
citieshaveamagjority of the peopleliving
in slums, squatter settlements and shanty
towns. Such housing is often regarded by
plannersas deficient and asa situation to
be remedied. Since such housing com-
prises a significant magnitude and hard
informationonitisnot yet available, such
information is crucial to the good design
of the housing sector in urban models.

C. Industry and Employment
(i) TheInformal Sector:

While more and more information is
dowly being made available on the
content of the informal sector not much
progress is being made on its spatia
characteristics. One would, for example,
like to know the kind of movements of
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goods and of people it generates. What
degree of flexibility does it have to the
urban structure? To what extent is it
innovative in overcoming traditional
gpatial problems of transport costs, etc.?

(i) Small-Scale Industry:

Bergsman et. d., (1972, 1975) have
performed avaluable serviceintheU. S.
by attempting to find clusters of activity
which always seem to go together. A
similar analysis of patterns in LDCs
would provide a great amount of inter-
esting information on the nature of eco-
nomic activity in these cities. The
interconnection between activitieswithin
these clusterswould provide cluesonthe
reasons for agglomeration.

(iii) Links with the Hinterland:

It has often been suggested that the
degreeof primacy of largecitiesin LDCs
is higher than elsewhere. This coupled
with the vast dual economy literature
would give some impression of self-
sufficiency in these cities. Since the
Lowry type models in particular and
others as well often take some basic
"export" sector as given and as the real
driving force in the model structure, it is
important toidentify the nature aid extent
of linkages that LDC cities have with
their immediate hinterland as well as
more far off ones.



VOL.34 NOS 3&4

The informal sector has been men-
tioned in the introduction. Its existence,
it has been suggested, makes many
market activities in LDCs different in
nature from those in Western cities. Its
employment patterns have alarge effect
on location patterns - both residential as
well as employment. Thus information
on its spatial characteristics is essential
to the design of useful urban models.

Each of these isasubstantive research
project initself. Moreover, asoutlined in
the introduction account has to be taken
of the differences between cities within
the less developed world. Information
gathering must be done within somekind
of framework to be most useful. That is
merely another word for modelling.

The ‘modelling agenda suggested
above is eminently practical. It involves
concurrent investment in the accretion of
knowledgeaswell asinpolicy aids. Some
of thisresearch ismessy, but necessary if
we are to expand our understanding of
poor cities in order to articulate sensible
policies.
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